A novel computational framework to approximate the analytical solution of a nonlinear fractional elastic beam equation
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Abstract. In this paper, the generalized travelling solutions of the nonlinear fractional beam equation is investigated by means of the homotopy perturbation method. The fractional derivative is described in the Caputo sense. The reliability and potential of the proposed approach, which is based on joint Fourier-Laplace transforms and the homotopy perturbation method, will be discussed. The solutions can be approximated via an analytical series solution. Moreover, the convergence and stability of the proposed approach for this equation is investigated, and the results reveal that the proposed scheme is very effective and promising.
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1. Introduction

Many partial differential equations are widely used to describe important phenomena in mathematics, physics and engineering [1,2]. In recent years, it has been discovered that differential equations involving derivatives of a non-integer order can be adequate models for various physical phenomena [3-10]. The present paper is a study on developing a fairly complete theoretical understanding of the solutions for beam equations with fractional coordinate derivatives. In the nonlinear elastic beam theory, the stress in the lateral direction is neglected, and governing equations can be considered in the following form, when $\xi$ is the deflection of the beam, and $a$ and $b$ are parameters:

$$\frac{\partial^\alpha \xi(x, t)}{\partial t^\alpha} + \frac{\partial^\beta \xi(x, t)}{\partial x^\beta} + a \frac{\partial^\gamma \xi(x, t)}{\partial x^\gamma} + b \xi(x, t) + \xi^n(x, t) = 0, \quad (1)$$

where:

$$0 < \eta, \quad \delta \leq 2, \quad 0 < \gamma \leq 4.$$

$$a, b \in \mathbb{R}, \quad n \in \mathbb{N}. \quad (2)$$

This problem has many applications in engineering systems. Some of these applications are vibrations that occur in bridges and rail-road tracks due to moving vehicles, vibrations that occur in pipe systems due to fluid flow, machining operations, machine chains and belt drives, and thermal processing subjected to moving heat sources.

In this paper, we aim to establish application of the homotopy perturbation method to derive solutions for mathematical variants of the fractional beam equation. The homotopy perturbation method [4,5,11-13] was first proposed by Prof. He in order to solve various nonlinear problems [11]. This promising analytic technique has successfully been applied to solving many types of linear and nonlinear functional equations. The homotopy perturbation method, in contrast to the traditional perturbation method, does not require a small parameter and is constructed with an embedding
parameter, $p \in [0,1]$, which is considered a small parameter. Considerable research work has recently been conducted in application of this method to fractional advection-dispersion equations, multi-order fractional differential equations, Navier-Stokes equations, nonlinear Schrödinger equations, Volterra integro-differential equations, nonlinear oscillators, boundary value problems, fractional KdV equations, quadratic Riccati differential equations of fractional order and many others. For more details about the homotopy perturbation method and its applications, the reader is advised to consult the results of research work presented in [14-19]. All these successful applications verified the effectiveness, flexibility, and validity of the homotopy perturbation method.

The paper is organized as follows. After a short background on fractional calculus and mathematical prerequisites, the nonlinear fractional beam equation is investigated by means of joint Fourier-Laplace transforms and the homotopy perturbation method. A short summary with discussion is given in the final section.

2. Mathematical prerequisites

Definitions of the well-known Fourier and Laplace transforms of function $\xi(x,t)$ and their inverses are described below [20]:

**Definition 1.** The Laplace transform of function $\xi(x,t)$ (continuous or partially continuous and of exponential order as $t$ approaches infinity), with respect to $t$, is defined by:

$$\mathcal{L}\{\xi(x,t)\} = \tilde{\xi}(x,s) = \int_0^\infty e^{-st}\xi(x,t)dt,$$

(3)

where $\Re(s) > 0$, and its inverse transform, with respect to $s$, is given by:

$$\mathcal{L}^{-1}\{\tilde{\xi}(x,s)\} = \xi(x,t) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} e^{st}\tilde{\xi}(x,s)ds,$$

(4)

where $\theta$ is a fixed real number.

**Definition 2.** The Fourier transform of function $\xi(x,t)$, with respect to $x$, is defined by:

$$\mathcal{F}\{\xi(x,t)\} = \hat{\xi}(\omega,t) = \int_{-\infty}^{\infty} e^{i\omega x}\xi(x,t)dx, \quad (\omega > 0),$$

(5)

and the inverse Fourier transform with respect to $\omega$, is given by the formula:

$$\mathcal{F}^{-1}\{\hat{\xi}(\omega,t)\} = \xi(x,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\omega x}\hat{\xi}(\omega,t)dw.$$

(6)

**Definition 3.** The Mittag-Leffler function, $E_{\alpha,\beta}(z)$ with $\alpha > 0$, $\beta > 0$, is defined by the following series representation, valid in the whole complex plane:

$$E_{\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(n\alpha + \beta)}, \quad z \in \mathbb{C}. \quad (7)$$

For $\beta = 1$, we obtain the Mittag-Leffler function in one parameter:

$$E_{\alpha,1}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(n\alpha + 1)} \equiv E_{\alpha}(z). \quad (8)$$

**Definition 4.** The general $H$-function is defined as the inverse Mellin transform [21]:

$$H_{P,Q}^{m,n}\left(\frac{(a_1,A_1)\cdots(a_m,A_m)}{(b_1,B_1)\cdots(b_n,B_n)}\right) = \frac{1}{2\pi i} \int_{C} \frac{\prod_{j=1}^{m} \Gamma(b_j-B_j s) \prod_{j=1}^{n} \Gamma(1-a_j+A_j s)}{\prod_{j=m+1}^{Q} \Gamma(1-b_j+B_j s) \prod_{j=n+1}^{P} \Gamma(a_j-A_j s)} z^s ds,$$

(9)

where contour $C$ runs from $C - i\infty$ to $C + i\infty$, separating the poles of $\Gamma(b_j-B_j s)$, $(j = 1, \cdots, m)$, from those of $\Gamma(1-a_j+A_j s)$, $(j = 1, \cdots, n)$. The integers, $m$, $n$, $P$, and $Q$, satisfy $0 \leq m \leq Q$ and $0 \leq n \leq P$. The coefficients, $A_j$ and $B_j$ are positive real numbers and the complex parameters, $a_j$ and $b_j$ are such that no poles in the integrand coincide. If:

$$\Omega = \sum_{j=1}^{n} A_j - \sum_{j=m+1}^{Q} B_j > 0,$$

(10)

then, the integral converges absolutely and defines the $H$-function in the sector $|\arg \ z| < \Omega/2$.

2.1. Background on fractional derivatives

There are several definitions for fractional differential equations. These definitions include Grunwald-Letnikov, Riemann-Liouville, Caputo, Weyl, Marchaud, Riesz, and Jumarie fractional derivatives. Here, some preliminaries and notations regarding fractional calculus are presented.

**Definition 5.** The Caputo fractional derivative of order $\alpha$ is defined as:

$$D_{t}^{\alpha}\xi(t) = \begin{cases} \frac{1}{\Gamma(m-\alpha)} \int_{0}^{t} (t-\tau)^{m-\alpha-1} \xi^{(m)}(\tau) d\tau, & \alpha > 0, \quad t > 0, \\ m - 1 < \alpha < m, & m \in \mathbb{N}, \\ \frac{d^{m}}{dt^{m}}\xi(t), & \alpha = m, \end{cases} \quad (11)$$

where parameter $\alpha$ is the order of the derivative and
is allowed to be real or even complex. In this paper, only real and positive $\alpha$ will be considered. With this definition, a fractional derivative would be defined for a differentiable function only [22]. Recently, to overcome this limitation and in order to deal with non-differentiable functions, the following definitions are presented.

**Definition 6.** We can define a fractional derivative in the form [23]:

$$D^\alpha_t \xi(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^n}{dt^n} \int_{t_0}^{t} (t-\tau)^{m-\alpha-1} (\xi_0(\tau) - \xi(\tau)) d\tau. \quad (12)$$

For a continuous and differentiable, $\xi$, we have:

$$\xi_0(t) = \xi(t_0) + (t - t_0) \xi'(t_0) + \frac{1}{2} (t - t_0)^2 \xi''(t_0)$$

$$+ \cdots + \frac{1}{(m-1)!} (t - t_0)^{m-1} \xi^{(m-1)}(t_0). \quad (13)$$

If $\xi_0(t)$ is continuous but not differentiable anywhere, we have:

$$\xi_0(t) = \xi(t_0) + \frac{(t-t_0)}{\Gamma(1+\alpha)} \xi^{(1)}(t_0) + \frac{(t-t_0)^2}{\Gamma(1+2\alpha)} \xi^{(2)}(t_0)$$

$$+ \cdots + \frac{(t-t_0)^{m-1}}{\Gamma(1+(m-1)\alpha)} \xi^{(m-1)}(t_0). \quad (14)$$

Eq. (12) is equivalent to:

$$D^\alpha_t \xi(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^n}{dt^n} \int_{t_0}^{t} (t-\tau)^{m-\alpha-1}$$

$$\left( \sum_{i=0}^{m-1} \xi^{(i)}(t_0) - \xi(\tau) \right) d\tau, \quad (15)$$

for a continuous and differentiable case. Eq. (12) is equivalent to:

$$D^\alpha_t \xi(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^n}{dt^n} \int_{t_0}^{t} (t-\tau)^{m-\alpha-1}$$

$$\left( \sum_{i=0}^{m-1} \frac{1}{(i+\alpha)} (t-t_0)^i \xi^{(i)}(t_0) - \xi(\tau) \right) d\tau, \quad (16)$$

for continuous and nondifferentiable cases.

**Definition 7.** Keeping only the first term of $\xi_0(\tau)$, we give another definition of a fractional derivative in the form [23]:

$$D^\alpha_t \xi(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^n}{dt^n} \int_{t_0}^{t} (t-\tau)^{m-\alpha-1} (\xi(t_0) - \xi(\tau)) d\tau. \quad (17)$$

Hereby, $\xi$ can be continuous and possibly not differentiable anywhere.

**Definition 8.** We can define another fractional derivative in the form [23]:

$$D^\alpha_t \xi(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^n}{dt^n} \int_{t_0}^{t} (t-\tau)^{m-\alpha-1} \xi(\tau) d\tau. \quad (18)$$

The above definitions of a fractional derivative are introduced by the variational item metod.

**Proposition 1.** The Laplace transform of the Caputo fractional derivative is given in the form:

$$L\{D^\alpha_t \xi(x,t)\} = s^\alpha \xi(x,s) - \sum_{k=0}^{n-1} s^{\alpha-k-1} \xi^{(k)}(x,0). \quad (19)$$

where $\xi(x,s)$ denote the Laplace transform of $\xi(x,t)$.

**Proposition 2.** The Fourier transform of the Caputo fractional derivative is given in the form:

$$\mathcal{F}\{D^\alpha_x \xi(x,t)\} = (i\omega)^\alpha \xi(\omega,t), \quad (20)$$

where $\xi(\omega,t)$ denote the Fourier transform of $\xi(x,t)$.

2.2. **Physical understanding of the fractional derivative**

Prof. He [24] showed that fractional differential equations can best describe discontinuous media, and the fractional order is equivalent to its fractional dimensions. Now, consider a plane with a fractal structure. The shortest path between two points, $A$ and $B$, is not a line and we have:

$$ds_E = k ds^\alpha, \quad (21)$$

where $ds_E$ is the actual distance between two terminal points, $A$ and $B$, $ds$ is the line distance between two points, $\alpha$ is the fractal dimension, and $k$ is a constant. Projection of the $ds_E$ into the horizontal direction yields Cantor-like sets, and its length can be expressed as:

$$\Delta x AB = k_x dx^\alpha, \quad (22)$$

where $\alpha_x$ are the fractal dimensions of the Cantor-like sets in the horizontal direction, and $k_x$ is a constant. Eq. (21) means the following transform:

$$s_E = k s^\alpha. \quad (23)$$

Inspired by this concept of a fractional derivative, we assume that the solution of the fractional differential equation can be expressed in terms of $E_\alpha(t^\alpha)$, and the Mittag-Leffler function plays a fundamental role in our study of fractional equations.
3. The method in action

Now, we consider Eqs. (1) and (2). By using the properties of the homotopy perturbation method [11, 13, 14, 16, 19], we have the following equation:

\[
(1 - p)(D^\eta_{st} \xi(x, t) + D^\gamma_{se} \xi(x, t) + a D^\delta_{sx} \xi(x, t)) \\
+ p(D^\eta_{st} \xi(x, t) + D^\gamma_{se} \xi(x, t) + a D^\delta_{sx} \xi(x, t)) \\
+ b\xi(x, t) + \xi^n(x, t) = 0,
\]

(24)

where \( p \in [0, 1] \). Now, we construct the following sequence:

\[
\xi(x, t) = \xi_0(x, t) + p\xi_1(x, t) + p^2\xi_2(x, t) + \cdots.
\]

(25)

Consequently, we will have:

\[
p^0 : D^\eta_{st} \xi_0(x, t) + D^\gamma_{se} \xi_0(x, t) + a D^\delta_{sx} \xi_0(x, t) = 0,
\]

(26)

\[
p^i : D^\eta_{st} \xi_i(x, t) + D^\gamma_{se} \xi_i(x, t) + a D^\delta_{sx} \xi_i(x, t) \\
= -\xi_{i-1} - \xi^n_{i-1},
\]

\( i = 1, 2, \ldots, \)

(27)

Now, in order to find a closed form representation of the solution in terms of \( \xi_i(x, t) \), we use the method of joint Fourier-Laplace transforms. In the other words, if we apply the Fourier transform with respect to space variable \( x \), then, Eq. (26) transforms into the form:

\[
D^\eta_{st} \hat{\xi}_0(\omega, t) + (i\omega)^\gamma \hat{\xi}_0(\omega, t) + a(i\omega)^\delta \hat{\xi}_0(\omega, t) = 0,
\]

(28)

where \( \omega \) is the parameter of Fourier transform. Furthermore, taking the Laplace transform of Eq. (28), one will set:

\[
s^\eta \hat{\xi}_0(\omega, s) - s^{\eta-1} \hat{\xi}_0(\omega, 0) - s^{\gamma-2} \frac{\partial \hat{\xi}_0(\omega, 0)}{\partial t} \\
+ (i\omega)^\gamma \hat{\xi}_0(\omega, s) + a(i\omega)^\delta \hat{\xi}_0(\omega, s) = 0,
\]

(29)

where \( s \) is the parameter of the Laplace transform. Consequently, we will obtain:

\[
\hat{\xi}_0(\omega, s) = \frac{s^{\eta-1}}{s^\eta + (i\omega)^\gamma + a(i\omega)^\delta} \hat{\xi}_0(\omega, 0) \\
+ \frac{s^{\gamma-2}}{s^\eta + (i\omega)^\gamma + a(i\omega)^\delta} \frac{\partial \hat{\xi}_0(\omega, 0)}{\partial t}.
\]

(30)

Consequently one will set:

\[
t^{\alpha-1} E_{\alpha, \beta}(ct^\alpha) \frac{\xi}{s^\alpha - c}.
\]

(31)

it is seen that:

\[
\hat{\xi}_0(\omega, t) = E_{\eta, 1}(-((i\omega)^\gamma + a(i\omega)^\delta)t^\eta)\hat{\xi}_0(\omega, 0) \\
+ tE_{\eta, 2}(-((i\omega)^\gamma + a(i\omega)^\delta)t^\eta) \frac{\partial \hat{\xi}_0(\omega, 0)}{\partial t}.
\]

(32)

We can rewrite Eq. (32) in the following form:

\[
\hat{\xi}_0(\omega, t) = \hat{G}_1(\omega, t)\hat{\xi}_0(\omega, 0) + \hat{G}_2(\omega, t) \frac{\partial \hat{\xi}_0(\omega, 0)}{\partial t},
\]

(33)

where:

\[
\hat{G}_1(\omega, t) = E_{\eta, 1}(-((i\omega)^\gamma + a(i\omega)^\delta)t^\eta),
\]

(34)

and:

\[
\hat{G}_2(\omega, t) = tE_{\eta, 2}(-((i\omega)^\gamma + a(i\omega)^\delta)t^\eta).
\]

(35)

Taking the inverse Fourier transform of Eq. (33), and noticing the convolution theorem of the Fourier transform, we find that:

\[
\xi_0(x, t) = \int_{-\infty}^{\infty} G_1(x - y, t)\xi_0(y, 0)dy \\
+ \int_{-\infty}^{\infty} G_2(x - y, t) \frac{\partial \xi_0(y, 0)}{\partial t}dy.
\]

(36)

where:

\[
G_1(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E_{\eta, 1}(-((i\omega)^\gamma + a(i\omega)^\delta)t^\eta)e^{-i\omega x}d\omega,
\]

(37)

and:

\[
G_2(x, t) = \frac{t}{2\pi} \int_{-\infty}^{\infty} E_{\eta, 2}(-((i\omega)^\gamma + a(i\omega)^\delta)t^\eta)e^{-i\omega x}d\omega.
\]

(38)

Now, applying the Fourier transform into Eq. (27), we have:

\[
D^\eta_{st} \hat{\xi}_1(\omega, t) + (i\omega)^\gamma \hat{\xi}_1(\omega, t) + a(i\omega)^\delta \hat{\xi}_1(\omega, t) \\
= -b\hat{\xi}_0(\omega, t) - \hat{\xi}_0(\omega, t).
\]

(39)

Taking the Laplace transform of Eq. (39), we find that:

\[
s^\eta \hat{\xi}_1(\omega, s) - s^{\eta-1} \hat{\xi}_1(\omega, 0) - s^{\gamma-2} \frac{\partial \hat{\xi}_1(\omega, 0)}{\partial t} \\
+ (i\omega)^\gamma \hat{\xi}_1(\omega, s) + a(i\omega)^\delta \hat{\xi}_1(\omega, s) \\
= -b\hat{\xi}_0(\omega, s) - \hat{\xi}_0(\omega, s).
\]

(40)

consequently:
Invert the Laplace transform with the help of the result of Relation (31), the following is obtained:

\[ \hat{\xi}_1(\omega, t) = E_{\eta, \lambda} \left( -((i\omega)^\gamma + a(i\omega)^\delta y^\eta) \hat{\xi}_1(\omega, 0) \right) + tE_{\eta, \lambda} \left( -((i\omega)^\gamma + a(i\omega)^\delta y^\eta) \frac{\partial \hat{\xi}_1(\omega, 0)}{\partial t} \right) - b \int_0^t (t - \tau)^\eta G_{\eta, \lambda} \left( -((i\omega)^\gamma + a(i\omega)^\delta y^\eta) \hat{\xi}_0(\omega, \tau) \right) d\tau \]

\[ - \int_0^t (t - \tau)^\eta G_{\eta, \lambda}(x - y, t - \tau) \hat{\xi}_0(y, \tau) d\tau dy. \]  

(45)

where:

\[ G_{\eta, \lambda}(x, t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} E_{\eta, \lambda}(-((i\omega)^\gamma + a(i\omega)^\delta y^\eta)e^{-i\omega x} d\omega. \]  

(46)

In the same way, we can obtain \( \xi_i(x, t) \) for \( i = 2, 3, \cdots \), and substitute them into:

\[ \xi(x, t) = \sum_{k=0}^{\infty} \xi_k(x, t). \]  

(47)

to get an analytical solution for the fractional elastic beam equation.

4. Existence and uniqueness of solution

**Theorem 1.** If \( f(t) \in L_1(0, T < \infty) \), then, the equations:

\[ D^\eta_{\alpha} \xi(t) = f(t), \]  

(48)

\[ \xi(0) = c_0, \quad \xi'(0) = c_1, \quad \xi^{[\eta]-1}(0) = c_{[\eta]-1}, \]  

(49)

have a unique solution, \( \xi(t) \in L_1(0, T) \), which satisfies the initial conditions (49).

**Proof.** We construct the following homotopy:

\[ D^\eta_{\alpha} \xi(t) + p(-f(t)) = 0. \]  

(50)

Expanding \( \xi(t) \) by use of the homotopy parameter \( p \), substituting into Eq. (50) and equating the terms with the identical power of \( p \), we have:

\[ D^\eta_{\alpha} \xi_j(t) = 0, \quad j = 0, 2, 3, \cdots, \]  

(51)

\[ D^\eta_{\alpha} \xi_1(t) = f(t), \]  

(52)

from Eq. (51), we obtain:

\[ \xi_j(t) = \sum_{k=0}^{[\eta]-1} \frac{d_k}{k!} t^k, \quad j = 0, 2, 3, \cdots. \]  

(53)

Let us construct a solution of Eq. (52). Application of the Laplace transform on Eq. (52) gives:

\[ s^\eta \hat{\xi}_1(s) - \sum_{k=0}^{[\eta]-1} s^{\eta-k-1} \hat{\xi}_1^{(k)}(0) = F(s), \]  

(54)

where \( \hat{\xi}_1(s) \) and \( F(s) \) denote the Laplace transform of
\( \xi_1(t) \) and \( f(t) \). Then, we can write:

\[
\tilde{\xi}_1(s) = s^{-\eta} F(s) + \sum_{k=0}^{[\eta]} s^{k-1} \xi_1^{(k)}(0)
\]

\[
= \frac{1}{s^\eta} F(s) + \sum_{k=0}^{[\eta]} \xi_1^{(k)}(0) s^{k+1}.
\]  

(55)

By noticing the following Laplace transform pair \([22]\):

\[
t^k \tilde{\xi} \overset{\mathcal{L}}{\longrightarrow} \frac{\Gamma(k+1)}{s^{k+1}},
\]  

(56)

and applying the inverse Laplace transform, we have:

\[
\xi_1(t) = \frac{1}{\Gamma(\eta)} \int_0^t (t-\tau)^{\eta-1} f(\tau) d\tau + \sum_{k=0}^{[\eta]} \frac{\xi_1^{(k)}(0)}{\Gamma(k+1)} t^k.
\]  

(57)

Using the rule for the Caputo fractional differentiation of the power function, we easily obtain that:

\[
D_\alpha^\eta \left( \frac{t^k}{\Gamma(k+1)} \right) = 0, \quad \eta > k.
\]  

(58)

It follows from Eq. (57) that \( \xi_1(t) \in L_1(0, T) \). Using Eq. (58), by direct substitution of the function defined by Expression (57) in Eq. (48), we have:

\[
D_\alpha^\eta \left( \frac{1}{\Gamma(\eta)} \int_0^t (t-\tau)^{\eta-1} f(\tau) d\tau \right) = D_\alpha^\eta t^\eta f(t) = f(t).
\]  

(59)

Therefore, \( \xi_1(t) \) satisfies Eqs. (48) and (49) and the existence of the solution is proved.

The uniqueness follows from the linearity of fractional differentiation and the properties of the Laplace transform. Indeed, if there exist two solutions, \( \xi_1(t) \) and \( \tilde{\xi}_1(t) \), then \( \zeta(t) = \xi_1(t) - \tilde{\xi}_1(t) \) must satisfy \( D_\alpha^\eta \zeta(t) = 0 \). Then, the Laplace transform of \( \zeta(t) \) is \( \zeta(s) = 0 \), and, therefore \( \zeta(t) = 0 \) almost everywhere in the considered interval, which proves that the solution in \( L_1(0, T) \) is unique.

**Theorem 2.** Suppose that the homotopy perturbation method satisfies Conditions (24) and (25). Then, Eq. (1) has a unique solution, \( \xi(x, t) \in L_1(0, X) \times (0, T) \).

**Proof.** Using Theorem 1, we need only prove that, the following expression, \( i = 1, 2, \ldots \), achieved from the homotopy perturbation method on the fractional elastic beam equation has a unique solution:

\[
D_\alpha^\eta \xi_i(x, t) + D_\alpha^\eta x \xi_i(x, t) + a D_\alpha^\eta x^2 \xi_i(x, t) = -b \xi_{i-1}(x, t) - \xi_i^\eta_{i-1}(x, t).
\]  

(60)

Let us assume that \( \phi(x, t) \in L_1(0, X) \times (0, T) \), such that:

\[
D_\alpha^\eta \xi_i(x, t) = \phi(x, t).
\]  

(61)

Using Theorem 1, we can write:

\[
\xi_i(x, t) = \frac{1}{\Gamma(\eta)} \int_0^t (t-\tau)^{\eta-1} \phi(x, \tau) d\tau + k_1 t^{\eta-1} + k_2.
\]  

(62)

Substituting Eq. (62) in Eq. (60), we obtain:

\[
\phi(x, t) + D_\alpha^\eta x \phi(x, t) + a D_\alpha^\eta x^2 \phi(x, t) = g(x, t),
\]  

(63)

where:

\[
g(x, t) = -b \xi_{i-1}(x, t) - \xi_i^\eta_{i-1}(x, t) - D_\alpha^\eta x (k_1 t^{\eta-1} + k_2)
\]

\[
- a D_\alpha^\eta x (k_1 t^{\eta-1} + k_2).
\]  

(64)

Hence, from Eq. (63), one will set:

\[
\phi(x, t) + \frac{1}{\Gamma(m-\gamma)} \int_0^x \frac{\partial^m}{\partial \xi^m} \left( \frac{1}{\Gamma(\eta)} \int_0^t (t-\tau)^{\eta-1} \phi(x, \tau) d\tau \right) (x-\xi)^{m-\gamma-1} d\xi
\]

\[
+ \frac{\alpha}{\Gamma(n-\delta)} \int_0^x \frac{\partial^m}{\partial \xi^m} \left( \frac{1}{\Gamma(\eta)} \int_0^t (t-\tau)^{\eta-1} \phi(x, \tau) d\tau \right) (x-\xi)^{m-\delta-1} d\xi
\]

\[
= g(x, t).
\]  

(65)

Therefore, we obtain the Volterra integral equation of second kind for the function \( \phi(x, t) \)

\[
\phi(x, t) + \int_0^x \int_0^t K(x, \tau) \phi(\xi, \tau) d\tau d\xi = g(x, t).
\]  

(66)

Then, kernel \( K(x, \xi) \) can be written in the form of a weakly singular kernel:

\[
K(x, \xi) = \frac{K^*(x, \xi)}{(x-\xi)^{\gamma-\mu}}.
\]  

(67)

where \( K^*(x, \xi) \) is continuous and:

\[
\mu = \min(m-\gamma, n-\delta).
\]  

(68)
Similarly, $g(x,t)$ can be written in the form:

$$g(x,t) = \frac{g^*(x,t)}{t^{1-\nu}},$$

(69)

where $g^*(x,t)$ is continuous and:

$$\nu = \min(\eta - \gamma, \eta - \delta).$$

(70)

It is known that Eq. (66) with the weakly singular kernel and the right-hand side $g(x,t) \in L_1(0,X) \times (0,T)$ has a unique solution, $\phi(x,t) \in L_1(0,X) \times (0,T)$. Then, according to Theorem 1, the unique solution, $\xi_i(x,t) \in L_1(0,X) \times (0,T)$, of Eq. (61) can be determined using Eq. (62). This ends the proof of Theorem 2.

5. Convergence analysis

**Theorem 3.** Suppose that the homotopy perturbation method satisfies Conditions (24) and (25). Then, our proposed scheme to approximate the solution of Eq. (1) is convergent.

**Proof.** Consider a fractional elastic beam equation in the form of Eq. (1). If we use the homotopy perturbation method, from Eqs. (32) and (43), we have:

$$\frac{d\xi_0(\omega, t)}{dt} \leq \xi_0(\omega, 0) E_{\eta,1}(-(i\omega)^{\eta} + a(i\omega)^{\delta} t^\eta)$$

and:

$$\frac{d\xi_m(\omega, t)}{dt} \leq \xi_m(\omega, 0) E_{\eta,1}(-(i\omega)^{\eta} + a(i\omega)^{\delta} t^\eta)$$

(71)

6. Stability analysis

**Theorem 4.** Under Assumptions (24) and (25), Eq. (1) has a solution $\xi(x,t)$, which is asymptotically stable.

**Proof.** Consider a fractional elastic beam equation in the form of Eq. (1). Assume that $|\eta - \bar{\eta}| < \varepsilon$, $|\gamma - \bar{\gamma}| < \varepsilon$ and $|\delta - \bar{\delta}| < \varepsilon$. Let $\xi(x,t)$ and $\zeta(x,t)$ be, respectively, the solution of Eq. (1) and the following fractional elastic beam equation:

$$D_t^{\alpha} \xi + D_x^{\gamma} \zeta + aD_x^{\delta} \zeta + b\xi + c\zeta = 0.$$  

(77)

As a direct consequence of Eqs. (32) and (43), we obtain:

$$\|\xi(\omega, t) - \zeta(\omega, t)\| 
\leq \left\|\xi_0(\omega, 0) \right\| \frac{\sum_{j=0}^{\infty} ((i\omega)^\gamma + a(i\omega)^\delta) t^j j^\eta}{\Gamma(1 + j(\bar{\eta} + \varepsilon))}$$

(72)

and, by noticing the following properties of the Mittag-Leffler function:

$$\int_0^t (t - \tau)^{\alpha-1} E_{\alpha,\alpha}((t - \tau)^\alpha) d\tau = t^\alpha E_{\alpha,\alpha+1}(t^\alpha).$$  

(73)

$$E_{\alpha,\alpha+1}(t^\alpha) = \frac{1}{t^\alpha} (E_{\alpha,1}(t^\alpha) - 1),$$

(74)

we obtain:

$$\sum_{k=0}^{\infty} \xi_k(\omega, t) \leq \lambda_1 E_{\eta,1}(-(i\omega)^{\eta} + a(i\omega)^{\delta} t^\eta) + \lambda_2 t E_{\eta,2}(-(i\omega)^{\eta} + a(i\omega)^{\delta} t^\eta)$$

$$+ \lambda_3 \int_0^t (t - \tau)^{\alpha-1} E_{\eta,\eta}(-(i\omega)^{\eta} + a(i\omega)^{\delta} t^\eta) d\tau$$

$$+ a(i\omega)^{\delta} (t - \tau)^{\eta} d\tau \leq \lambda E_{\eta,1}(-|\omega|^\gamma + a|\omega|^\delta t^\eta).$$

(75)
\[
+ t \frac{\partial \xi_0(\omega, 0)}{\partial t} \left\{ \sum_{j=0}^{\infty} \frac{(i\omega)^j + a(i\omega)^j \xi_0(j+\bar{\eta})}{\Gamma(2 + j\eta)} \right\} \\
- \sum_{j=0}^{\infty} \frac{(i\omega)^j + a(i\omega)^j \xi_0(j+\bar{\eta}+\epsilon)}{\Gamma(2 + j(\eta + \epsilon))} \\
+ b \int_0^t (t - \tau)^{\eta-1} \xi_0(\omega, \tau) d\tau \\
\left\{ \sum_{j=0}^{\infty} \frac{(i\omega)^j + a(i\omega)^j \xi_0(j+\bar{\eta})}{\Gamma(\eta + j\eta)} \right\} \\
- \sum_{j=0}^{\infty} \frac{(i\omega)^j + a(i\omega)^j \xi_0(j+\bar{\eta}+\epsilon)}{\Gamma(\eta + j(\eta + \epsilon))} \right\} d\tau \\
\leq K \sum_{j=0}^{\infty} \frac{t^j \xi_0(1) + a(i\omega)^j \sum_{i=0}^{\infty} (-1)^i \delta^i}{\Gamma(1 + j\eta)} \\
= K E_{\eta, 1}(-\lambda \xi_0), \quad K, \lambda > 0. \quad (78)
\]

Therefore, by our assumption on \(\eta, \gamma\) and \(\delta\), by means of the Fourier transform pair in Eq. (76), we find that the solution is asymptotically stable.

7. Results and discussion

In this section, we apply the method presented in Section 3 to solve the following two test examples. The observations are depicted through Figures 1 and 2. Figures 1 and 2 show the comparison between the obtained solutions in [25] and our approximate solutions for the nonlinear fractional beam equation, i.e. for:

\[
D^{\alpha\beta}_{\xi_0}\xi(x, t) + D^{\gamma\beta}_{\xi_0}\xi(x, t) + a_1 D^{\delta\beta}_{\xi_0}\xi(x, t) + b_1 \xi \\
+ \xi^2(x, t) = 0, \quad (79)
\]

\[
\xi(x, 0) = \frac{1}{e^{0.11365} + 0.5 + 0.0625 e^{-0.11365}}, \quad (80)
\]

\[
\frac{\partial \xi(x, 0)}{\partial t} = \frac{0.8 e^{0.11365} - 0.0625 \times 0.8 e^{-0.11365}}{e^{0.11365} + 0.5 + 0.0625 e^{-0.11365}}. \quad (81)
\]

and the following equation that can be achieved from

\[
\xi(x, t) = \sum_{k=0}^{\infty} \xi_k(x, t). \quad (84)
\]

Eq. (1) using a travelling wave transformation:

\[
D^{\alpha\beta}_{\xi_0}\xi(x) + a_2 D^{2\beta}_{\xi_0}\xi(x) + b_2 \xi(x) + \xi^3(x) = 0, \quad (82)
\]

\[
\xi(0) = \xi(1) = 2.735, \quad \xi'(0) = 0.465, \quad (83)
\]

We can obtain \(\xi(x, t)\), as follows:

\[
\xi(x, t) = \int_{-\infty}^{\infty} G_1(x - y, t) \xi(y, 0) dy \\
+ \int_{-\infty}^{\infty} G_2(x - y, t) \frac{\partial \xi(y, 0)}{\partial t} dy. \quad (85)
\]

\[\text{Figure 1. Approximate solution of Eq. (79)}\]

\[\text{Figure 2. Approximate solution of Eq. (82)}\]
\[ \xi_k(x, t) = -b_1 \int_{-\infty}^{t} (t-\tau)^{\alpha-1} G_1(x-y, t-\tau) \xi_{k-1}(y, \tau) d\tau dy \]
\[ - \int_{-\infty}^{t} (t-\tau)^{\alpha-1} G_3(x-y, t-\tau) \xi_{k-1}^2(y, \tau) d\tau dy, \]
\[ k = 1, 2, \ldots \]  
(86)

where \( G_1(x, t) \), \( G_2(x, t) \) and \( G_3(x, t) \) are defined by Eqs. (37), (38) and (46), and in the second example:
\[ \xi_a(y) = c_0 + c_1 \frac{x^\alpha}{\alpha} + c_2 E_\alpha (\sqrt{a^2} x^\alpha) + c_3 E_\alpha (-\sqrt{a^2} x^\alpha), \]
(87)

where \( c_i, i = 0, 1, 2, 3 \) can be determined by boundary conditions and:
\[ \xi_k(x) = -b_2 \int_{-\infty}^{t} G_1(x-y) \xi_{k-1}(y) dy \]
\[ - \int_{-\infty}^{t} G_3(x-y) \xi_{k-1}^2(y) dy, \]
\[ k = 1, 2, \ldots \]  
(88)

where:
\[ G_3(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{i(\omega + a_2(\omega)^2)} e^{-i\omega_\alpha} d\omega. \]  
(89)

It is clear that the obtained results aided by Mathematica 7.0 software are in close agreement with those obtained in [25]. Also, the method required to solve these problems uses only two iterations, while, in [25], the exp-function method required to solve the mentioned problems for an integer order of derivatives requires many manipulations. Therefore, for this case study, our proposed scheme obtained results having greater precision, a wider range, and require less iteration than the exp-function method.

8. Conclusions

In this manuscript, the homotopy perturbation method, with the help of joint Fourier-Laplace transforms, has been successfully applied to compute an analytical solution of a nonlinear fractional beam equation. The convergence and stability of the homotopy perturbation method solution, as applied to this equation, have been thoroughly investigated. The obtained results show that our approach provides the solution, in terms of the convergent series, with easily computable components in a direct way, and is very effective and convenient for dealing with nonlinear fractional beam equations. Finally, the scheme can be applied to many physical problems, e.g., irregular signals, fractional Brownian motion and scale relativity.
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