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Abstract. In this paper, the forced vibration analysis of a mass-spring system equipped
with a Nonlinear Displacement-Dependent (NDD) damper is elaborated upon. To this
end, the nonlinear governing di�erential equation of the system is derived for two types
of soft- and hard- periodic excitations. In order to obtain the displacement of the excited
system, the approximate analytical solution of the governing equation is developed using the
Multiple Scales Method (MSM). The proposed analytical formulations are performed for
several cases of hard- and soft-excitation and are also veri�ed by the numerical fourth-order
Runge-Kutta method. Moreover, the performance of the NDD damper is analyzed and
compared with the traditional linear damper used in both hard- and soft-excited vibration
analyses. For the same external periodic force, a comparison has also been carried out
between the responses of the hard- and soft-excitations. It is found that organizing the
external force, based on its amplitude, into two types; soft- and hard-excitation, leads to a
better estimated response in the forced vibration analysis. Moreover, the NDD damper has
a superior performance in reducing vibration amplitude through tending to the steady-state
solution, compared to the traditional linear damper.
© 2016 Sharif University of Technology. All rights reserved.

1. Introduction

Normally, to fully understand the vibration analysis of
a vibratory system, two widely used types of vibration,
namely, free vibration and forced vibration, must be
investigated. In free vibration analysis, the system
works without interaction with its environment, while,
forced vibrations are excited by continuously applied,
time-dependent external forces which do act on the
system [1]. Most often, these are periodic forces. In
many applications, vibration may cause discomfort,
disturbance, and damage. In particular, in forced vi-
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bration, when the external excitation frequency reaches
the natural frequency of the system, destruction of the
system or the structure may occur [2,3].

A general method to reduce the aforementioned
undesired e�ects is adding a viscous damper to the vi-
bratory system. Most viscous dampers have a constant
damping coe�cient. However, variable dampers have
already found their way into industrial/commercial
applications [4,5]. Variable dampers can be classi-
�ed as active, semiactive and passive [6-10]. Active
dampers are activated by an external source of power,
which is usually provided by hydraulic actuators [11-
13]. In most cases, active dampers have high energy
consumption, heavy weight, large size and high cost.
Semiactive dampers inherit properties of controllable
electromagnetic valves or Magneto Rheological (MR)

uid to control the damping characteristics of the
system, and they are a compromise between active
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and passive dampers [5,14]. Passive dampers generally
have �xed properties which are determined and preset
according to the design goals and intended applica-
tion [14]. Even though the active and semiactive
dampers have higher performance, passive dampers are
still the most commonly used [5].

While there are many types of passive damper,
passive variable dampers have been recently developed.
Among the passive variable dampers, those with stroke
and displacement/position dependent sensitivity have
been studied in several works [15-26]. Fukushima et
al. [19] suggested that dampers should have a stroke
dependent characteristic, such that for a given velocity,
a longer stroke would give a greater force. However,
the force in the stroke sensitivity cannot be identi�ed
directly with the actual position of the piston in the
cylinder [4]. The displacement sensitive dampers have
been used in aircraft landing gear, motorcycles, and
vehicle suspension applications. The displacement
sensitive schemes for landing gears employ positive
recoil control or two and three level position dependent
damping [20]. In a motorcycle front fork, a short and
blunt rubber as a needle causes the damper ori�ce to
close, which allows weaker springing with improved ride
quality pressure [4]. Etman et al. [21] designed a stroke
dependent damper for the front axle suspension of a
truck. The displacement sensitive damper suggested
for vehicle suspension applications follows the idea of
using a long tapered needle entering an ori�ce in the
piston [4,22]. This type of damper is merely limited
to utilizing a tapered needle and is not mathematically
modeled. Lee and Moon [23,24] reported on tests of
a displacement sensitive damper with a longitudinally
grooved pressure cylinder to relax the damping around
the central position.

Some researchers have also thoroughly investi-
gated nonlinear dampers [10,25-29]. For instance,
Haque et al. [26] proposed an integral formulation to
obtain the damping force of a displacement sensitive
nonlinear damper. This method was based on trans-
formation of the displacement sensitivity characteristic
of the damper into a velocity sensitivity characteristic.
Farjoud et al. [27] presented a nonlinear model of
monotube hydraulic dampers with an emphasis on the
e�ects of shim stack on damper performance. Guo et
al. [28] studied the force and displacement transmis-
sibility of nonlinear viscous damper based vibration
isolation.

Free and forced vibration analyses of systems
equipped with nonlinear damper have also been studied
in several pieces of research [29-33]. For instance,
Bugra et al. [31] implemented several experiments to
determine the dynamic characterization of nonlinear
oil-free wire mesh dampers. To this end, free and
forced vibrations were investigated using the Hilbert
transform procedure and controlled amplitude single

frequency excitation tests, respectively. Main and
Jones [32] demonstrated the free vibration of a taut
cable with a nonlinear amplitude dependent damper.
Diotallevi et al. [33] proposed a simpli�ed design
method to analyze the forced vibration of Single- and
Multi-Degrees of Freedom (SDF and MDF) systems
equipped with nonlinear viscous dampers under har-
monic external forces. In their work, the responses
of the SDF and MDF systems were also calculated
numerically.

Recently, Ilbeigi et al. [29] introduced a novel
scheme for Nonlinear Displacement-Dependent (NDD)
dampers in which the damping coe�cient and damping
force were both continuous and smooth functions of
displacement. In contrast with a linear damper, where
the damping force only depends on the velocity, the
damping force produced by the proposed NDD damper
depends on the position of the system, as well as the
velocity. In their work, a vibratory mass-spring system
equipped with a NDD damper was also mathematically
modeled and free vibration analysis of the system was
undertaken. The results presented in [29] indicate that
the advised passive NDD damper scheme is capable
of reducing the free vibration amplitude rather better
than the existing traditional linear damper.

In this paper, the nonlinear di�erential equation
of a mass-spring system utilizing the NDD damper
with an external force is derived. To study the forced
vibration analysis of the system, the external excitation
has been categorized into two types; hard and soft,
and the response of the excited system for each type is
elaborated upon using the multiple scales method.

The rest of the paper is organized as follows.
Section 2 is a review on the NDD damper mechanism.
In Section 3, the mathematical model of the nonlinear
mass-spring system, equipped with the NDD damper,
with an external force, is formulated, and the governing
di�erential equation is derived. The forced vibration
analysis of the system for two type of soft- and hard-
excitation is also illustrated in this section. Several
numerical examples are presented in Section 4. The
results are analyzed and discussed in Section 5. Finally,
Section 6 concludes the paper.

2. Review of NDD damper mechanism

Most viscous dampers have a piston with one or more
ori�ces on their body. This piston moves inside a
cylinder �lled with a viscous 
uid (Figure 1) [29], and
the viscosity of the 
uid results in a resistant force
along the movement. This damping force is linearly
related to the velocity of the piston as follows:

F = �cdu
dt
; (1)

in which c is the damping coe�cient.
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Figure 1. Schematic of a simple viscous damper.

Figure 2. Schematic of the designed nonlinear
displacement-dependent damper [29].

To obtain the value of the damping coe�cient,
one can use the Hagen-Poiseuille equation for laminar

ows. Assuming there is only one ori�ce in the piston,
c can be obtained by the following equation:

clinear = ~
"�

D
d

�2

� 1

#2

; (2)

where, D and d are the cylinder diameter and the ori�ce
diameter on the piston, respectively. Also, ~ = 8��L
in which L is the piston thickness and � indicates the
dynamical viscosity of the 
uid used in the damper.

Should parameters D, d and L be constant
variable, the damping coe�cient will be, therefore,
a constant value. In order to modify the current
form of the damper and create one giving better
performance, [29] placed a solid cone with variable
diameter along the u-axis in the cylinder (see Figure 2).
In their work, the cone diameter was considered to be
a function of the piston position as follows:

u = nrs or r =
�u
n

� 1
s
: (3)

Hence, in the new damper, the ori�ce diameter becomes
equal to d�2r(u). Substituting d�2r for d, and r from
Eq. (3) in Eq. (2) leads to:

c = ~
24
2

 
1

1� �u( 1
s )

!2

� 1

352

; (4)

where, � = 2

d:n( 1
s )

and 
 = D
d .

Applying the 2nd order Taylor series expansion,

Eq. (4) can be expressed as follows [29]:

c=�1+�2juj( 1
s )+�3juj( 2

s )+�4juj( 3
s )+�5juj( 4

s ): (5)

Supposing n = 1 and s = 1
2 , Eq. (5) can be rewritten

as follows:

c = �1 + �2u2 + �3u4 + �4u6 + �5u8: (6)

Parameters, �i, in Eq. (6), and further details of the
mathematical formulation of the NDD damper can be
found in [29].

3. Forced vibration analysis of a
mass-spring-NDD damper system

The governing di�erential equation of a simple mass-
spring-damper system with an external periodic force
is as follows:

�u+
c
m

_u+ !2
nu =

F cos(
t)
m

; (7)

in which, c
m = 2�!n. Also, !n =

q
ks
m and 
 are

the natural frequency and excitation frequency of the
system, respectively.

For a linear damper with the damping ratio of
� < 1, the solution of Eq. (7) can be expressed in the
following form [2]:

ul(t) =A1e��!nt sin
�p

1� �2!nt+  
�

+A2 cos(
t� '); (8)

where, A1 and  are evaluated using initial conditions.
Also, A2 and ' are computed as:

A2 =
F
kss�

1� � 

!n

�2
�2

+
�

2� 

!n

�2
;

' = tan�1

0B@ 2� 

!n

1� � 

!n

�2

1CA : (9)

The damping force is calculated by the following
equation:

FDamping = c
du(t)
dt

: (10)

To achieve the governing di�erential equation of a basic
mass-spring system equipped with a NDD damper
bearing an external periodic excitation, c from Eq. (6)
must be replaced into Eq. (7), as follows:
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d2u
dt̂2

+ u =� ~(
4 � 2
2 + 1)p
mks

(1 + �1u2 + �2u4

+ �3u6 + �4u8)
du
dt̂

+
F
ks

cos
�
�t̂
�
: (11a)

Or:

d2u
dt̂2

+u=� "(1 + �1u2 + �2u4 + �3u6 + �4u8)
du
dt̂

+
F
ks

cos
�
�t̂
�
; (11b)

in which, t̂ = !nt, " = ~(
4�2
2+1)p
mks

, and � = 

!n . Also,

�i = �i+1
�1

are given in Appendix A.

3.1. A brief discussion on parameter "
As can be seen in Eqs. (11), the terms in parenthesis
cause the governing di�erential equation to be nonlin-
ear. " de�nes their nonlinear e�ect on the problem;
should " have a substantial value, the governing equa-
tion is categorized as a strongly nonlinear problem,
and if " has a small value, the governing equation is
characterized as a weakly nonlinear problem. It should
be noted that the procedure of obtaining the analytical
solution for each category di�ers considerably. Thus,
identifying the coe�cient determining the strength of
the nonlinear terms, i.e. " in this paper, based on the
system parameters, must be the �rst step taken in order
to understand the nature of the nonlinearity.

In this study " = ~(
4�2
2+1)p
mks

. So, it is inde-
pendent of the shape parameters n and s. But, it is
directly proportional to ~, and, accordingly, to the 
uid
viscosity. It is also dependent on 
. Hence, increasing
the viscosity or ~, causes increasing ", and strengthens
the nonlinear e�ects of the terms in parenthesis in
Eq. (11), successively. In addition, increasing ks or m
would cause decreasing " and a decrease in the strength
of nonlinearity in Eq. (11) as well.

Various perturbation methods are available for
solving weakly nonlinear di�erential equations. In
other words, for small values of ", perturbation tech-
niques are well capable of obtaining a precise solution.
Therefore, in this study, the parameters upon which
" depends are chosen in such a way that " has small
values.

In most nonlinear governing di�erential equations
of nonlinear dynamic systems, there is a parameter,
such as " in this study, which describes the strength
of the nonlinear terms in the equation. However, it is
worth mentioning that in each nonlinear system, " is
reliant on the characteristics of that system. Hence,
if one wants to use the perturbation method and
obtain accurate results, all the parameters a�ecting
the coe�cient of the nonlinear terms should be exactly
discovered for each system. It is worth mentioning that

assuming the value of " to be small, arbitrarily, without
any identi�cation of the e�ecting parameters cannot
lead to a precise solution, because the value of " should
be de�ned according to system parameters.

The shape parameters, i.e. n and s, have an e�ect
on �, as � = 2

d:n
1
s

, and, successively, on the damping
coe�cient, c, as given by Eq. (4). Accordingly, the
governing equation of the vibration system utilizing the
NDD damper with an external periodic excitation is
a�ected by these shape parameters. Since the central
focus of this study is to analyze the forced vibration of
a mass-spring system equipped with a NDD damper,
in this paper, the shape parameters have been selected
as a �xed set. Nevertheless, a couple of the values of
these parameters can be optimized, according to the
design goal and intended particular application.

To analyze the forced vibration of a mass-spring
system equipped with a NDD damper, four categories
arise depending on whether the external excitation
force is small titled as \soft", or large titled as \hard",
and whether the excitation is resonant, i.e. � � !n =
O("), or non-resonant, i.e. � � !n = O(1). In this
paper, we consider two types of external excitation;
soft-non-resonant and hard-non-resonant.

In the following subsection, the procedure of
employing the Multiple Scales Method (MSM) as a
perturbation technique is illustrated to solve Eq. (11)
for the two aforementioned forced vibration types, i.e.
soft- and hard-non-resonant excitations.

3.2. Soft-non-resonant excitation analysis
using MSM

The Multiple Scales Method (MSM) is based on the
idea of representing multiple independent variables as
functions of the time variable and expressing all other
time dependent functions as functions of represented
variables [34,35]. For this aim, the independent vari-
ables are introduced as:
Tn = "nt̂ for n = 0; 1; 2 � � � (12)

Any time dependent function, including the solution
of the governing equation of a nonlinear system, is
represented as:

u =u0(T0; T1; T2)+ "u1(T0; T1; T2)+ "2u2(T0; T1; T2)

+O("3): (13)

With regard to the chain rule of derivation, the �rst and
second derivatives, with respect to t̂, can be expressed
in the following forms:
d
dt̂

= D0 + "D1 + "2D2;

d2

dt̂2
= D2

0 + 2"D0D1 + "2(D2
1 + 2D0D2); (14)

where Dn = @
@Tn .



J. Jahanpour et al./Scientia Iranica, Transactions B: Mechanical Engineering 23 (2016) 633{647 637

According to [35], to analyze the soft-non-
resonant excitation of the system, as the amplitude
of external force is small, the amplitude must be
considered to be in the order of ". Also, increasing the
external force value would decrease the accuracy of the
solution. The related external force term in Eqs. (11)
can be considered as follows:

F
ks

cos(�t̂) = "k cos(�t̂); (15)

where, k is the coe�cient related to the external force
amplitude, and k = O(1) [35]. In this study, k has
been selected to be between 3 and 30, as it is 3 for
" = 0:5 and 30 for " = 0:05. Therefore, Eq. (11) can
be rewritten as follows:

d2u
dt̂2

+ u =� "(1 + �1u2 + �2u4 + �3u6 + �4u8)
du
dt̂

+ "k cos(�t̂): (16)

Substituting Eqs. (13) and (14) into Eq. (16) and then
equating the coe�cient of each power of " in both sides
of Eq. (16) together, leads to:

D2
0u0 + u0 = 0; (17)

D2
0u1 + u1 =� 2D0D1u0 � (1 + �1u2

0 + �2u4
0

+�3u6
0 +�4u8

0)D0u0+k cos(�T0); (18)

D2
0u2 + u2 = �2D0D1u1 � 2D0D2u0 �D2

1u0

� (1 + �1u2
0 + �2u4

0 + �3u6
0 + �4u8

0)D1u0

� (1 + �1u2
0 + �2u4

0 + �3u6
0 + �4u8

0)D0u0

� (2�1u0u1 + 4�2u3
0u1 + 6�3u5

0u1)D0u0: (19)

Eq. (17) is a homogenous linear partial di�erential
equation. The general solution of Eq. (17) can be
written as:

u0 = A(T1; T2)eiT0 + �A(T1; T2)e�iT0 : (20)

It is observed that term u0 of the response of the system
is independent of the external force (see Eqs. (17) and
(20)).

Substituting u0 from Eq. (20) into Eq. (18) leads
to:

D2
0u1 + u1 = �i

"
�1eiT0 +

ik
2
ei�T0 + �2e3iT0

+ �3e5iT0 + �4e7iT0 + �5e9iT0 + CC

#
; (21)

where, �0is are given in Appendix A and CC is a
symbol for complex conjugate.

In order to achieve �rst order approximation, the
secular term must be omitted from Eq. (21), and,
therefore, the coe�cients of e�iT0 must be vanished;
that is:

�1 = 0: (22)

Having eliminated the secular terms from Eq. (21) and
considering its general homogenous response as:

B(T1; T2)eiT0 + �B(T1; T2)eiT0 ;

the general solution of Eq. (21) can be expressed in the
following form:

u1 =B(T1; T2)eiT0 +
k

2(1� �2)
ei�T0 +

1
8
i�2e3iT0

+
1
24
i�3e5iT0+

1
48
i�4e7iT0+

1
80
i�5e9iT0 +CC:

(23)

Also, term k
2(1��2)e

i�T0 is the e�ect of the external
periodic force on term u1 of the response of the system.

In order to solve Eq. (22), the unknown function,
A, is considered in its most general form as follows:

A =
1
2
a(T1; T2)ei�(T1;T2); (24)

where, a(T1; T2) mainly describes the response's magni-
tude of the system, which is a small value for all T1 = "t̂
and T2 = "2t̂.

Substituting A from Eq. (24), and its conjugate
and derivative into Eq. (22) leads to:

�
�
@a
@T1

+ia
@�
@T1

�
=c1a+c3a3+c5a5+c7a7+c9a9;

(25)

where c0is are given in Appendix A, and are a�ected
neither by the excitation amplitude nor the excitation
frequency. According to the fact that c0is are real
numbers, separating the real and imaginary parts in
Eq. (25) results in:

@�
@T1

= 0; (26a)

@a
@T1

= c1a+ c3a3 + c5a5 + c7a7 + c9a9: (26b)

Hence, � = �(T2). Besides, a(T1; T2) can be solved
by integration from Eq. (26b). Because the magnitude
of the system response is small, terms a5, a7 and a9

can be neglected, and, therefore, the integration from
Eq. (26b) leads to:

a(T1; T2) =

s
c1a2

0
(c1 + c3a2

0)e2c1T1 � c3a2
0

+ g(T2); (27)
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in which, a0 is calculated by applying the initial
conditions. g(T2) is also obtained from the following
procedure to determine the second-order approxima-
tion for u.

To determine the second-order approximation for
u; u0 and u1, from Eqs. (20) and (23), must be
substituted into Eq. (19) as follows:

D2
0u2+u2 = Q(T1; T2)eiT0 + �Q(T1; T2)e�iT0 +NST;

(28a)

where, NST stands for non-secular terms, and:

Q(T1; T2) = �i(B + �1A2 �B + 2�1A �AB

+ 4�2A3 �A �B + 6�2A2 �A2B + 15�3A4 �A2 �B

+ 20�4A3 �A3B + 56�4A5 �A3 �B + 70�4A4 �A4B)

�D2
1A� 2iD1B � 2iD2A� (1 + 2�1A �A

+ 6�2A2 �A2 + 20�3A3 �A3 + 70�4A4 �A4)D1A

� (�1A2 + 4�2A3 �A+ 15�3A4 �A

+ 56�4A5 �A3)D1 �A+ q(T1; T2); (28b)

in which, q(T1; T2) is given in Appendix A.
Term k

2(1��2)e
i�T0 , which is related to the external

periodic force, has only an e�ect on the non-secular
terms. That is, the secular terms are independent of
the external force. Secular terms will be omitted if
Q = 0. To solve Eq. (28b) with Q = 0, one let;

B =
1
2
ibei�: (29)

Substituting for A and B from Eqs. (24) and (29) into
Eq. (28b), with Q = 0, and separating the real and
imaginary parts, yields the following relations to obtain
g(T2), b and � [29]:8><>:

R
d
� b
a

�
= �� d�

dT2
+ 1

16

�
T1 +

R � 1
8a + 7

32�1a
�
da

@a
@T2

= 0! a = a(T1) (30)

� = � 1
16
T2 + �0; (31)

where �0 is a constant value. In addition, according to
Eqs. (27) and (30), g(T2) must be equal to a constant
value, which can be considered to be zero. Thus:

a(t) =

s
c1a2

0
(c1 + c3a2

0)e2c1"!nt � c3a2
0
: (32)

As a result, to an error of O("2) and substituting u0 and

u1 into Eq. (13), the expansion of u(t) to the second
approximation is:

u(t) =

s
c1a2

0
(c1 + c3a2

0)e2c1"!nt � c3a2
0

cos"
!nt

�
1� 1

16
"2
�

+�0

#
+

F
ks(1� �2)

cos(
t)

� "
(

1
4

�1 sin 3

"
!nt

�
1� 1

16
"2
�

+ �0

#
+

1
12

�2 sin 5

"
!nt

�
1� 1

16
"2
�

+ �0

#
+

1
24

�3 sin 7

"
!nt

�
1� 1

16
"2
�

+ �0

#
+

1
40

�4 sin 9

"
!nt

�
1� 1

16
"2
�

+ �0

#)
+O("2);

(33)

where �0is are given in Appendix A. a0 = a(t̂)jt̂=0, and
�0 can be calculated by applying the initial conditions
of the system.

It should be noted that the "2 in Eq. (33) is the
e�ect of T2 = "2t̂ via Eq. (31) on the frequency of
response of the system, and the response of the system
is still a time dependent function with the accuracy of
the O("2). Parameters c1, c3, c5, c7 and c9; and also
�1, �2, �3, and �4 in the second approximate solution
for the soft-non-resonant excited system via Eq. (33),
are dependent on ", �1, �2, �3 and �4. Consequently,
they are also dependent on system characteristics such
as spring sti�ness, mass, dynamic viscosity, ori�ce
diameter and piston width.

3.3. Hard-non-resonant excitation analysis
using MSM

For analyzing the hard-non-resonant excitation of the
system, the amplitude of the periodic force, i.e. F , in
Eq. (11) is not small.

Time scales for applying the multiple scales
method to solve Eq. (11) are chosen as follows:

T0 = t̂; T1 = "t̂: (34)

The approximate solution of Eq. (11) can be repre-
sented in the form of:

u = u0(T0; T1) + "u1(T0; T1) +O("2): (35)

With regard to the chain rule of derivation, the �rst-
and second derivatives, with respect to t̂, can be
represented as:
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d
dt̂

= D0 + "D1;

d2

dt̂2
= D2

0 + 2"D0D1 + "2D2
1: (36)

Substituting Eqs. (35) and (36) into Eq. (11), and
equating the coe�cient of each power of " in both sides
of Eq. (11) with each other, leads to:

D2
0u0 + u0 =

F
ks

cos(�T0); (37)

D2
0u1 + u1 =� 2D0D1u0 � (1 + �1u2

0 + �2u4
0

+ �3u6
0 + �4u8

0)D0u0: (38)

In contrast to soft-excitation analysis, in which the
coe�cient related to the external force amplitude does
not have any e�ect on u0, for the type of hard-
excitation, the external force appears in the equation
containing u0 (see Eq. (37)). Thus, in this case,
according to Eqs. (37) and (38), the external force
a�ects u0, and, consequently, u1.

The general solution of Eq. (37) can be expressed
as:

u0 =AH(T1)eiT0 + �AH(T1)eiT0

+
F

ks(1� �2)
cos(�T0): (39)

The in
uence of external force on the term, u0, of the
response of the system is clearly seen in Eq. (39).

Substituting for u0 from Eq. (39) into Eq. (38)
results in:

D2
0u1 + u1 = �i[�H1eiT0 + �H3e3iT0

+ �H5e5iT0 + �H7eiT0 + �H2eiT0 � 2i�T0

+ �H4eiT0 � 4i�T0 + �H6eiT0 � 6i�T0

+ �H8eiT0 � 8i�T0 + CC]; (40)

where �0His, are described by Fn = F
ks(1��2) and CC

stands for complex conjugate. For instance, term �H1
is given in Appendix A.

In order to eliminate the secular terms, it is
required that:

�H1 = 0: (41)

To solve Eq. (41), it is assumed that:

AH =
1
2
aH(T1)ei�H(T1): (42)

Substituting Eq. (42) into Eq. (41), and separating the
real and imaginary parts, leads to:

d�H
dT1

= 0; (43a)

daH
dT1

=�(�1aH+�3a3
H+�5a5

H+�7a7
H+�9a9

H);
(43b)

where �0i s are speci�ed by Fn = F
ks(1��2) and are given

in Appendix A.
Hence, �H = �0, which is a constant value, and

aH , can be determined by Eq. (43b). Because of the
small magnitude of system response, terms a5, a7 and
a9 can be neglected, and integration from Eq. (43b)
results in:

aH(t) =

s
a2

0�1

(�1 + �3a2
0)e2"�1!0t � �3a2

0
; (44)

where aH(t) is an asymptotic function, such that initial
condition, aH(t)jt=0 = a0, is satis�ed. Therefore, the
�rst approximation to u(t) is given by:

u(t) =

s
a2

0�1

(�1+�3a2
0)e2"�1!nt��3a2

0
cos(!nt+ �0)

+
F

m(!2
n � 
2)

cos(
t) +O("): (45)

Parameters �1, �3, �5, �7, and �9 in approximate
solution for the hard-non-resonant excited system via
Eq. (45) are dependent on system characteristics, as
well as external force. The steady-state solution (i.e.,
t!1) depends on whether �1 is positive or negative.
Since �1 is positive, e2"�H1!nt ! 1 as t ! 1,
hence, aH ! 0, and the steady-state solution is uss =

F
m(!2

n�
2) cos(
t). As the time increases, the natural
response tends towards zero and the force response
dominates the natural response. In fact, the natural
response fades away after a short time and the steady-
state solution consists of the forced response only.
Therefore, there is no need to obtain the second order
approximation for u.

4. Numerical examples

The selected values for the numerical examples are
given in Tables 1 and 2 for several cases of soft- and
hard-excitation analyses, respectively. For all cases,
ks = 1000 N

m , m = 20 kg, d = 4 cm and D = 20 cm,
n = 1, s = 1

2 , L = 1 cm, and 
 = 15 rads�1 have been
selected.

In order to evaluate the proposed analytical solu-
tions for both soft- and- hard excitations, di�erent sets
of system parameter e�ecting ", have been chosen, so



640 J. Jahanpour et al./Scientia Iranica, Transactions B: Mechanical Engineering 23 (2016) 633{647

Table 1. The selected values and the a�ected parameters for the soft-excitation analysis with n = 1, and s = 1
2 .

Case
Selected values A�ected parameters

F
(N)

�
(Pa.s)

u0

(m)
_u0

(ms�1)
" ~ � clinear

(Nsm�1)
c1 c3

1 1.5 0.0493 0.0011 0.9 0.05 0.0123 0.025 7.08 0.5 26.04

2 1.5 0.147 0.0011 0.9 0.15 0.0369 0.075 21.2 0.5 26.04

3 1.5 0.294 0.0011 0.9 0.3 0.0738 0.15 42.5 0.5 26.04

4 10 0.0493 0.0011 0.9 0.5 0.0123 0.025 7.08 0.5 26.04

Table 2. The selected values and the a�ected parameters for the hard-excitation analysis with n = 1, and s = 1
2 .

Case
Selected values A�ected parameters

F
(N)

�
(Pa.s)

u0

(m)
_u0

(ms�1)
" ~ � clinear

(Nsm�1)
�1 �3

1 150 0.0493 0.0001 0.75 0.05 0.0123 0.025 7.08 0.606 38.435

2 150 0.147 0.0001 0.75 0.15 0.0369 0.075 21.2 0.606 38.435

3 150 0.294 0.0001 0.75 0.3 0.0738 0.15 42.5 0.606 38.435

that the accuracy of the solutions can be challenged for
di�erent values of ", i.e. di�erent nonlinearity strength
yet in weakly categorized nonlinear analysis.

Using these values, parameters !n, 
, �1, �2, �3
and �4 can be calculated for all cases given in Tables 1
and 2. Those are:

!n = 7:071 rads�1; 
 = 5;

�1 = 208:3; �2 = 16059;

�3 = 542000; �4 = 6782 � 103:

For instance, for the �rst case of soft-excitation, ac-
cording to Table 1, � = 0:0493 Pa.s. The values of the
a�ected parameters are computed as:

~ = 0:0123; " = 0:05;

� = 0:025; Clinear = 7:08 Nsm�1;

c1 = 0:5; c3 = 26:04;

with the initial conditions, given in Table 1, as: u(0) =
0:0011 m, _u(0) = 0:9 ms�1 and F = 1:5 N, along
with 
 = 15 rads�1. Since the initial velocity assures
the preliminary damping force, initial conditions are
considered as: u(0) = 0:0001 m and _u(0) = 0:9 ms�1.
It is worth mentioning that should the initial velocity
be zero, there would be no damping force at the
beginning of the movement, which is equivalent to a
system with no damper in its mechanism. In addition,
the responses of the traditional system and the system
with the NDD damper would be similar. Therefore, for
better comparison between NDD and the traditional
damper, the velocity at the beginning of the movement

Figure 3. Comparison between the damping coe�cients
of the NDD damper and the linear damper for " = 0:05.
Red line: the NDD damper, and blue line: the linear
damper.

in a forced vibration analysis is considered as a non-
zero variable.

For more discussion, given that the external force
amplitude in soft-excitation analysis must be a small
value [35], if the initial velocity is considered as zero,
the displacement of the damper becomes insigni�cant.
Therefore, the di�erence between the damping coe�-
cient of a NDD damper and a traditional linear damper
becomes narrow (see the highlighted part in Figure 3)
and, consequently the performances of two dampers
become same.

The transient response amplitude for the soft-non-
resonant excited system and the aforementioned initial
conditions, is evaluated as follows:

a(t) = 0:1269
r

1
0:919e0:3535t � 0:4193

:

And, �nally, the approximate solution u(t), computed
by Eq. (33), for the soft-excitation, is:
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u(t) = a(t) cos(7:0700t� 1:155)� 4:285

� 10�4 cos(15t)� (46551:6a(t)9 + 4787:8a(t)7

+ 188:9a(t)5 + 3:27a(t)3) sin(21:210t� 3:465)

�(1108:3a(t)9+88:67a(t)7+2:1a(t)5) sin(35:350t

� 5:775)� (193:9a(t)9 + 8:87a(t)7) sin(49:490t

� 8:085)� 16:625a(t)9 sin(63:630t� 10:395):

For this case of soft-excitation, i.e. the �rst case of
Table 1, the analytical solution of the excited system
with the linear damper is:

ul�s(t) = 0:127e�0:177t sin(7:068t+ 0:004)

+ 0:013 � 10�4 sin(15t)

� 4:28 � 10�4 cos(15t):

For the �rst case of hard-excitation, according to
Table 2, � = 0:0493 Pa.s. Using F = 150 N, the values
of the a�ected parameters are computed as:

~ = 0:0123; " = 0:05;

� = 0:025; Clinear = 7:08 Nsm�1;

�1 = 0:606; �3 = 38:435:

The aforementioned initial conditions and external
force yield the following relation for aH(t), which
exhibits the transient response amplitude for a hard-
non-resonant excited system:

aH(t) = 0:0908
r

1
1:13e0:429t � 0:523

:

Finally, the approximate solution, u(t), calculated by
Eq. (45), for the hard-excitation, is:

u(t)=0:0908
r

1
1:13e0:429t�0:523

cos(7:071t�1:194)

� 0:0435 cos(15t):

For this case of hard-excitation, i.e. the �rst case of
Table 2, the analytical solution of the excited system
with the linear damper is speci�ed as:

ul�h(t) =0:113e�0:177t sin(7:068t+ 0:39)

+ 0:0013 sin(15t)� 0:0428 cos(15t):

5. Results and discussion

The damping coe�cients of a NDD damper and a tra-
ditional linear damper versus displacement are shown
in Figure 3 for the �rst case of Tables 1 and 2 with
" = 0:05. As can be seen in Figure 3, the damping
coe�cient of the traditional damper is a constant
value (that is, 7.13 N.s/m), whereas the damping
coe�cient of a NDD damper changes as the system
moves. This mainly explains the di�erence between a
system equipped with a NDD damper and a system
with a traditional linear damper.

The simulation results for the soft-non-resonant
excitation analysis are shown in Figures 4-7. In order
to verify the accuracy of the soft-excitation response of

Figure 4. Response of the soft-excited system with
F = 1:5 N for (a) " = 0:05, (b) " = 0:15, (c) " = 0:30. Red
line: approximate analytical solution of the system with
the NDD damper; blue line: numerical solution of the
system with the NDD damper; and black line: analytical
solution of the system with the linear damper.
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Figure 5. Damping force of the soft-excited system with
F = 1:5 N for " = 0:05. Red line: damping force of the
NDD damper obtained by the MSM; blue line: damping
force of the NDD damper obtained by the Runge-Kutta
method; and black line: damping force of the linear
damper.

Figure 6. Damping force versus displacement of the
soft-excited system with F = 1:5 N for " = 0:05. Red line:
damping force of the NDD damper obtained by the MSM;
blue line: damping force of the NDD damper obtained by
the Runge-Kutta method; and black line: damping force
of the linear damper.

the system equipped with the NDD damper, i.e. the
solution of Eq. (33), the numerical integration method
is also applied to solving Eq. (11).

Figure 4(a) shows the comparison between the
approximate analytical solution Eq. (33) and the nu-
merical result obtained by the Runge-Kutta method
for the �rst case given in Table 1, with F = 1:5 N
and " = 0:05. It can be seen that the approximate
analytical solution is nearly identical to the result
obtained by the Runge-Kutta method (see insets of
Figure 4(a)). This comparison is carried out for cases
2 and 3 from Table 1. The results are illustrated in
Figures 4(b) and (c) for di�erent values of ". The
analytical solution of the system with the traditional
linear damper is also depicted in Figure 4 for cases 1,2
and 3 from Table 1. As shown in Figure 4, as the value
of " rises, the error between the approximate analytical
solution (Eq. (33)) and the exact numerical solution of
Eq. (11) grows. This is due to the properties of the
multiple scales method, whereas the value of " must be
small. Thus, the approximate analytical solutions are

Figure 7. Response of the soft-excited system with
F = 10 N and " = 0:05. Red line: approximate analytical
solution of the system with the NDD damper; blue line:
numerical solution of the system with the NDD damper;
and black line: analytical solution of the system with the
linear damper.

satisfactory for each case. According to Figure 4, using
the NDD damper causes more reduction in vibration
amplitude for the soft-excited system compared to the
system with the linear damper. The amplitude of
the system with the NDD damper is reduced in all
cycles until the response of the system tends to the
steady-state solution. For example, the amount of
vibration amplitude reduction for case 1 from Table 1,
with F = 1:5 N and " = 0:05, is 4.6% in the �rst
cycle, 19% in the second cycle, 27.32% in the third
cycle, 32.54% in the fourth cycle, 36.2% in the �fth
cycle, and 38.39% in the sixth cycle. For this case,
as shown enlarged in Figure 4(a), the responses of
the soft-excited system with the NDD damper, as
well as the linear damper, tend to the steady-state
solution as uss(t) = �4:282 � 10�4 cos(15t � 0:03),
after about 38 seconds. Due to the fact that raising
the value of ", and, hence, strengthening nonlinearity
causes the natural response to tend to zero after
a shorter time, and the soft-excitation response to
tend more rapidly towards its steady-state solution.
Therefore, the percentages of amplitude reduction for
the �rst three cycles in all cases are presented in
Table 3. Table 3 clearly demonstrates the NDD damper
performance in reducing the amplitude of the soft-
excited system.

The damping forces versus time for the system
equipped with the NDD damper are shown in Figure 5

Table 3. The percentage of amplitude reduction in each
cycle for the soft-excitation analysis.

Case " Cycle
1 2 3

1 0.05 4.6 19 27.32
2 0.15 10 34 41.7
3 0.30 12.97 41.4 45.7
4 0.05 4.77 19.2 28
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for the �rst case in Table 1. The damping force of
the linear damper is also depicted in Figure 5 for that
case. As mentioned previously, based on Figure 3, the
damping coe�cient of the NDD damper changes as the
system moves. As a result, the higher displacement
of the system leads to a higher damping coe�cient
for the NDD damper, and, consequently, a higher
damping force, whilst, the damping coe�cient of a
linear damper is constant during the movement of the
system. Thus, the NDD damper in the �rst cycles, in
which the displacement is signi�cantly large, produces
more e�ective force in the opposite direction of the
movement compared to the traditional linear damper
(see inset Figure 5). This causes more amplitude
reduction of the vibration compared to the linear
damper (see Figure 4).

The damping forces versus displacement for the
system equipped with the NDD damper are shown in
Figure 6, for the �rst case, in Table 1. The curve of
damping force versus displacement exhibits the work
done by the damper that is the amount of energy
absorbed by the damper. According to Figure 6,
the NDD damper provides more energy dissipation
than the linear damper in the soft-excited system,
particularly in the �rst cycles of vibration.

To study the e�ect of increasing the amount of
external force on the response of the soft-excitation, for
case 1, given in Table 1, with F = 1:5, the amplitude of
the external force is increased to F = 10 N, as case 4, in
Table 1. The simulation result is shown in Figure 7. It
is observed that for this case, the steady-state solution
not only has higher amplitude, but also the amount
of vibration amplitude is more reduced compared to
case 1. According to Figure 7, the vibration amplitude
reduction is 4.77% in the �rst cycle, 19.2% in the second
cycle, 28% in the third cycle, 34.58% in the fourth
cycle, 39.14% in the �fth cycle, and 40.27% in the sixth
cycle.

The simulation results for the hard-non-resonant
excitation analysis are shown in Figures 8-10. Fig-
ure 8 shows the comparison between the approximate
analytical solution and the numerical result obtained
by the Runge-Kutta method for all cases of Table 2,
with F = 150 N, and di�erent values of ". It can
be seen that the approximate analytical solutions are
nearly identical to the results obtained by the Runge-
Kutta method in all hard-excitation cases. As shown in
Figure 8, as the value of " rises, the error between the
approximate analytical solution (Eq. (45)) and the ex-
act numerical solution of Eq. (11) grows. According to
Figure 8, using the NDD damper causes more reduction
in the vibration amplitude for the hard-excited system
than when utilizing the linear damper. Also, the am-
plitude of the system with the NDD damper compared
to the system with the linear damper is reduced in
all cycles until the response of the system tends to

Figure 8. Response of the hard-excited system with
F = 150 N for (a) " = 0:05, (b) " = 0:15, and (c) " = 0:30.
Red line: approximate analytical solution of the system
with the NDD damper; blue line: numerical solution of
the system with the NDD damper; and black line:
analytical solution of the system with the linear damper.

the steady-state solution, as uss = F
m(!2

n�
2) cos(
t).
The percentages of amplitude reduction for the �rst
three cycles in all hard-excitation cases are presented
in Table 4. Table 4 also clearly demonstrates the NDD
damper performance in reducing the amplitude of the
hard-excited system.

The damping forces versus time for the system
equipped with the NDD damper for case 1 given in
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Figure 9. Damping force of the hard-excited system with
F = 150 N for " = 0:05. Red line: damping force of the
NDD damper obtained by the MSM; blue line: damping
force of the NDD damper obtained by the Runge-Kutta
method; and black line: damping force of the linear
damper.

Figure 10. Damping force versus displacement of the
hard-excited system with F = 150 N for " = 0:05. Red
line: damping force of the NDD damper obtained by the
MSM; blue line: damping force of the NDD damper
obtained by the Runge-Kutta method; and black line:
damping force of the linear damper.

Table 4. The percentage of amplitude reduction in each
cycle for the hard-excitation analysis.

Case " Cycle
1 2 3

1 0.05 6.58 17.89 22.59
2 0.15 13.11 28.4 27.09
3 0.30 17.66 28.32 15.94

Table 2 is shown in Figure 9. The damping force
using the linear damper is also depicted in Figure 9
for that case of hard-excitation. Due to the property
of the NDD damper illustrated in Figure 3, the NDD
damper in the �rst cycles, where the displacement
is signi�cantly large, creates more e�ective force in
the opposite direction of movement compared to the
traditional linear damper (see insets of Figure 9).

The damping forces versus displacement for the
system equipped with the NDD damper is also shown
in Figure 10 for the �rst case of hard-excitation given in
Table 2. According to Figure 10, the NDD damper pro-

Figure 11. Natural response amplitude pro�le of the
excited mass-spring-NDD damper system with " = 0:05
and F = 420 N. Purple line: a(t) in the soft-excitation
algorithm; and red line: aH(t) in the hard-excitation
algorithm.

vides more energy dissipation than the linear damper
in the hard-excited system.

In order to compare the responses obtained by
soft-excitation and hard-excitation algorithm, the fol-
lowing example is presented.

Consider the amplitude of the external force to
be extremely large, as F = 420 N, with the initial
condition: u0 = �0:14 mm and _u0 = 0:2 ms�1 for
the value of " = 0:05.

Figure 11 illustrates the comparison between a(t)
obtained from Eq. (32), where the forced vibration has
been classi�ed as soft-excitation, and aH(t) obtained
from Eq. (44), in which the forced vibration has been
considered hard-excitation. Due to parameters �1 and
�3, stated as Eq. (A.7) in Appendix A, the natural
response amplitude in the hard-excitation algorithm,
i.e. aH(t), is a�ected by the external force via Eq. (44).
As the excitation amplitude rises, the values of �1
and �3, and, subsequently, e"�1!0t, are increased.
Therefore, aH(t) and the natural response tend to
zero in a short time, as shown in Figure 11. In fact,
in the hard-excitation algorithm, the force response
dominates the natural response by tending to the
steady-state solution. In the soft-excitation algorithm,
however, parameters ci used in Eq. (26b) are �xed and
force-independent values, which result in a(t) becoming
independent of the external force also. Therefore, in
spite of large excitation amplitude, a(t) and the natural
response tend to zero after a long time (see Figure 11).
Figure 12 demonstrates a comparison between the
�nal solutions acquired by the soft-excitation algorithm
via Eq. (33) and the hard-excitation algorithm via
Eq. (45). The numerical integration using the fourth-
order Rung Kutta method is also carried out in order
to compare the accuracy of the approximate solutions.
For the large amplitude of external excitation, i.e. F =
420 N, in contrast to the solution obtained by the soft-
excitation algorithm, the approximate analytical solu-
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Figure 12. Response of the excited mass-spring-NDD
damper system with " = 0:05 and F = 420 N obtained by:
Purple line: the soft-excitation algorithm; red line: the
hard-excitation algorithm; and blue line: the Runge-Kutta
method.

tion obtained by the hard-excitation algorithm follows
more precisely the numerical solution computed by the
Runge-Kutta method (see enlarged insets of Figure 12).
In fact, in the proposed hard-excitation algorithm,
the natural response of the system is considerably
modi�ed by aH(t) shown in Figure 11, and results in a
more accurate response compared to the soft-excitation
solution.

6. Conclusion

Forced vibration analysis of a simple mass-spring
system equipped with a Nonlinear Displacement-
Dependent (NDD) damper is studied in this paper.
The approximate analytical solution algorithms were
developed by the method of multiple scales for two
types of soft- and hard-excitation. The advised
hard- and soft-excitation algorithms were performed
for several cases and their accuracy was also veri�ed
by the numerical fourth-order Runge-Kutta method.
The results con�rm that for both soft- and hard-
excitations, the multiple scales method is able to
achieve the satisfactory response performance. Also,
utilizing the NDD damper in the soft- or hard-excited
system causes more vibration amplitude reduction than
in the traditional linear damper. Furthermore, it
was found that increasing the strength of nonlinearity
of the system, which is related to the parameter ",
results in the natural response tending to zero after
a shorter time, and the response of the system tends
rapidly to its steady-state solution. In addition, for
the hard-excitation analysis with considerable external
force amplitude, the response of the system tends to
its steady-state solution in a shorter time compared
to the soft-excited system with the same nonlinearity.
Therefore, organizing the external force based on its

amplitude into soft- and hard-excitation, results in
a better estimated response in the forced vibration
analysis. In particular, for large amplitude of the
external excitation force, the hard-excitation solution
yields more accurate results than the soft-excitation
solution.
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Appendix A

The parameters de�ned in Eqs. (11), (21), (25), (28b),
(33), (40) and (43b) are as follows:

�1 =
(4
4 � 4
2)�

(
4 � 2
2 + 1)
;

�2 =
(6
4 � 2
2)�2

(
4 � 2
2 + 1)
;

�3 =
4
4�3

(
4 � 2
2 + 1)
;

�4 =

4�4

(
4 � 2
2 + 1)
; (A.1)

�1 =�1A2 �A+ 5�3A4 �A3 + 2�2A3 �A2 + 14�4A5 �A4

+A+ 2@A=@T1;

�2 = �1A3 + 3�2A4 �A+ 9�3A5 �A2 + 28�4A6 �A3;

�3 = �2A5 + 5�3A6 �A+ 20�4A7 �A2;

�4 = �3A7 + 7�4A8 �A;

�5 = �4A9; (A.2)

c1 = 0:5; c3 = 0:125�1; c5 = 0:625�2;

c7 =
10
256

�3; c9 =
7

256
�4; (A.3)
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q(T1; T2) =
1
8
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3 �A2 + �1�2A4 �A3 +
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2A
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+
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4
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9
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7
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