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Abstract. In this paper, a population based evolutionary optimization methodology,
called Opposition-based Gravitational Search Algorithm (OGSA), is applied for optimal
designs of three non-uniform single-ring Circular Antenna Arrays (CAA) of set 8, 10 and 12
elements and non-uniform 3-ring Concentric Circular Antenna Array (CCAA). Two 3-ring
concentric circular antenna arrays having sets of 4-, 6-, 8- elements and 8-, 10-, 12- elements,
with and without center element, are considered. The algorithm is used to determine
an optimal set of current excitation weights and antenna inter-element separations for
circular antenna array of 8, 10, and 12 elements and optimal current excitation weights
for CCAA, respectively. OGSA provides optimal radiation pattern with maximum Side
Lobe Level (SLL) reduction and First Null Beam Width (FNBW) reduction with improved
directivity for CAA and maximum reduction of SLL for CCAA, respectively. OGSA is
developed on the primary foundation of Gravitational Search Algorithm (GSA) blended
with the concept of opposition based approach. Simulation results show a considerable
improvement of radiation pattern with respect to the corresponding uniform cases of
both the types of antenna array and those of some recent literature reported in this
paper. Finally, comparison of accuracies of the proposed algorithm is performed by t-test
calculation.
© 2015 Sharif University of Technology. All rights reserved.

1. Introduction

The use of asymmetric current excitation weights
and non-uniform inter-element spacing allows for in-
creased degrees of freedom in design [1-3]. The
increasing pollution of electromagnetic environment
has prompted the study of antenna array pattern
techniques for the suppression of Side Lobe Level
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(SLL) while preserving the beamwidth [4,5]. These
techniques are very important in radar, sonar, and
communication systems for minimizing degradation in
signal-to-noise ratio performance due to undesired in-
terference [6,7]. Uniformly excited and equally spaced
antenna array [1,6] have high directivity, but they
usually su�er from high side lobe level. To reduce
the side lobe level further, the array is made aperiodic
by altering the positions of the antenna elements with
all excitation amplitudes being uniform [8]. A lot of
research has been carried out in the past few decades
on di�erent antenna arrays in order to get improved
radiation patterns [9,10]. In many applications, it is
necessary to design antennas with very good directive
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characteristics to meet the demand of long distance
communication [1]. An antenna array is formed by
assembly of radiating elements in an electrical or geo-
metrical con�guration. Total �eld of the antenna array
is found by vector addition of the �elds radiated by all
individual elements [1,2]. To provide a good directive
pattern, it is necessary that the �elds from the array
elements add constructively in some desired direction
and destructively in the remaining space [10]. There
are several parameters by varying which the radiation
pattern can be modi�ed [11-14]. These parameters
are: geometrical con�gurations (e.g. linear, circular,
planar, spherical etc.), inter-element spacing, individ-
ual excitation (amplitude and phase), and relative
pattern of individual elements [1,6]. Circular arrays
have become popular in recent years over other array
geometries because they have the capability to perform
the scan in all directions without a considerable change
in the beam pattern and provide 360 degrees azimuth
coverage [11-37]. Moreover, circular arrays have low
sensitivity to mutual coupling as compared to linear
and rectangular arrays, since these do not have edge
elements [1]. Among the di�erent types of antenna
arrays, CCAA [15-34,37] has become the most popular
in mobile and wireless communications. In this paper,
optimization of CCAA design having a uniform element
separation and a non-uniform excitation is performed
with the help of evolutionary optimization techniques.

The classical gradient search based optimization
methods are not suitable for optimal design of com-
plex, nonlinear, multimodal, non-di�erentiable antenna
array design problem [38,39]. So, metaheuristic evolu-
tionary methods have been employed for the optimal
design of antenna array design problem [38,39]. Few
such evolutionary optimization techniques used are as
follows: Genetic Algorithm (GA) is inspired by the
Darwin's \Survival of the Fittest" strategy [13,31,40-
43]. Conventional PSO has mimicked the behaviour
of bird 
ocking or �sh schooling [14,23,44]. GA is
a probabilistic heuristic search optimization technique
developed by Holland [43]. PSO is a swarm intel-
ligence based algorithm developed by Eberhart and
Eberhart [44]. It has been realized that GA is incapable
of local searching in a multidimensional search space.
GA [13], PSO [14], IWO [12], and FA [25] su�er
from premature convergence and get easily trapped to
suboptimal solution.

So, for the improvement of optimization algo-
rithm, the authors propose an alternative superior tech-
nique called Opposition Based Gravitational Search
Algorithm (OGSA) in which solution is based on the
consideration of a solution and its opposite solution
for each object governed by the rules of GSA [44-
52]. Computational results achieved with the proposed
opposition based [53-63] gravitational search algorithm
based technique are compared with those of algo-

rithms in the reported literature to demonstrate the
e�ectiveness and superior performance of OGSA for
getting optimal radiation pattern of CCA. Statistical
performance of the proposed algorithm and modi�ed
IWO algorithm were performed by t-test and p-value
calculations [64-65].

Based upon OGSA, this paper presents good and
comprehensive sets of results and states arguments for
the superiority of the algorithm over IWO [12], CAA,
EP [23], and FA [25] for CCAA, respectively.

The paper is ordered as follows: In Section 2, the
design equations of CAA and CCAA are formulated.
In Section 3, the design of cost function is formulated.
Section 4 deals with employed algorithm for the design
of circular antenna arrays. Section 5 describes the
comparative simulation results obtained using OGSA
and other approaches in the published literature. Sec-
tion 6 shows the e�ective convergence of employed
algorithms. Finally, Section 7 concludes the paper.

2. Design equation

2.1. Circular Antenna Array (CAA)
Figure 1 assumes the geometry of a circular array of N
isotropic sources laid on x�y plane having a radius `a'
and scanning at point PP in the far �eld [10,31]. The
elements in the non-uniform circular antenna array are
taken to be isotropic sources, so the radiation pattern
of this array can be described by its array factor [1,31].
In the x � y plane, the array factor for the circular
array, shown in Figure 1, is given [1,31] as:

AF (�; I; d) =
NX
n=1

An:exp (jkr sin � cos(�� �n)) ;
(1)

Figure 1. Geometry of non-uniform circular array laid on
the x� y plane with N isotropic elements scanning at a
point PP in the far �eld.
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where An is excitation coe�cient (amplitude and
phase) of the nth element. In general, excitation
coe�cient of the nth element can be written as:

An = I � nej�n ; (2)

where �n is phase excitation (relative to the array
centre) of the nth element. So Eq. (1) can be written
as:

AF (�; I; d) =
NX
n=1

In:exp (j [kr sin �

cos(�� �n) + �n]) ; (3)

where:

kr = 2�r=� =
NX
i=1

di; (4)

�n = (2�=kr)
nX
i=1

di; (5)

k = 2�=�; �; being the wavelength of operation;
� Elevation angle;
� Azimuth angle;
r Radius of the circular array;
�n Angular location of nth element along

the x� y plane.

Peak of the main beam is in the (�0; �0) direction;
the phase excitation of the nth element can be given
as:

�n = �kr: sin �0 cos(�0 � �n): (6)

In the present design, the following changes are as-
sumed.

� = �=2; �n = �kr: cos(�0 � �n): (7)

Thus, Eq. (3) can be rewritten as Eq. (8).

AF ('n; I; d) =
NX
n=1

Inexp
�
jkr
�
cos(�� �n)

� cos(�0 � �n)
�	
: (8)

The expression for the normalized array factor can be
given as:

AFn (�n; I; d) = 20 log10

� jAF (�n; I; d)j
jAF (�n; I; d)jmax

�
; (9)

where I = [I1; I2; :::; IN ]; IN represents the excitation
of the nth element of the array; d = [d1; d2; :::; dN ], dn
represents the distance from nth element to (n + 1)th
element. �0 is the angle where global maximum is

attained in � = [��; �]. Further, �0 is chosen as
0, i.e. �0 is the maximum radiation angle. The
design goal in the paper is to �nd the optimum set
of values of In and dn in order to get the improved
optimal side lobe reduction in the radiation pattern
in the desired direction �. All the antenna elements
are assumed isotropic. Amplitude excitation of each
element and inter-element separations are used to
change the antenna pattern. The directivity of circular
antenna arrays is given as follows [1]:

D =
jAF0(�0; �0)j2

1
4�

R 2�
0

R �
0 jAF (�; �)j2 sin �d�d�

: (10)

2.2. Concentric Circular Antenna Array
(CCAA)

Geometrical con�guration is a key factor in the design
process of an antenna array [5,27-30]. For CCAA, the
elements are arranged in such a way that all the an-
tenna elements are placed in multiple concentric rings,
which di�er in radii and number of elements [5,27-
30]. Figure 2 shows the general con�guration of CCAA
with P concentric circular rings, where the pth (p =
1; 2; :::; P ) ring has a radius, rp, and the corresponding
number of elements in each ring is Np [26-30]. If all
the elements in all the rings are assumed to be isotopic
sources, the radiation pattern of this array can be
written in terms of its array factor only [5,24,27-30].

Referring to Figure 2, the array factor,
AF (�; �; I), for the CCAA in x�y plane may be written
as [5,27-30]:

AF (�; �; I) = 1 +
PX
p=1

NpX
i=1

Ipi

exp [j (krp sin � cos(�� �pi) + �pi)] ; (11)

where Ip is the excitation amplitude of ith element in
the pth ring; k = 2�=�; � is the signal wave-length.

Figure 2. Concentric Circular Antenna Array (CCAA).



2460 G. Ram et al./Scientia Iranica, Transactions D: Computer Science & ... 22 (2015) 2457{2471

� and � symbolize the zenith angle from the positive
z-axis and the azimuth angle from the positive x-axis
to the orthogonal projection of the observation point,
respectively. The angle �pi is the element to element
angular separation measured from the positive x-axis.
The elements in each ring are assumed to be uniformly
distributed [27-30].

�pi = 2�
�
i
Np

�
; p = 1; :::; P ; i = 1; :::; Np: (12)

The term �pi is the phase di�erence between the
individual elements in the array, which is a function
of angular separation �pi and ring radii rp.

�pi = �Krp sin �0 cos(�0 � �pi);
p = 1; :::; P ; i = 1; :::; Np; (13)

where �0 and �0 are the values of � and �, respectively,
where the peak of the main lobe is obtained. In this
paper, �0 = 90� and �0 = 90�.

3. Fitness function evolution

After de�ning the array factor, the next step in design
process is to formulate the cost function which is to
be minimized to achieve the design goal. The cost
function (�t) for improving the Side Lobe Level (SLL)
of radiation patterns of non-uniform circular antenna
array is given by:

fit = W1 � jAF ('msl1; In) +AF ('msl2; In)j
= jAF ('0; In)j+W2

�
�����msl1

�=0 AF ('local max ima; In)
���

jAFmaxj +W3

� [FNBWcomputed � FNBW (In = 1)]

+W4 � 1=Dmax; (14)

where FNBW is an abbreviated form of �rst null
beamwidth or, in simple terms, angular width between
the �rst nulls on either side of the main beam. Thus,
FNBWcomputed and FNBW (In = 1) basically refer
to the computed �rst null beamwidths in radian for
the non-uniform excitation case and for the uniform
excitation case, respectively [27-30]. The third term
in Eq. (14) is computed only if FNBWcomputed >
FNBW (In = 1) [27-30]. Dmax is the maximum direc-
tivity. W1, W2, W3, and W4 are the weighting factors.
�msl1 is the angle where maximum SLL AF (�msl1; Imi)
is attained in the lower band. �msl2 is the angle where
the maximum SLL AF (�msl2; In) is attained in the

upper band. The second term in the cost function is
used to reduce SLL by imposing the nulls at all local
maxima of array factor AF (�local max ima; In) values
within � 2 [�� : �msl1; �msl2 : ��]. AFmax is the
maximum of AF . In cost function, both the numerator
and denominator of the �rst and second terms are
absolute. The weights W1, W2, and W3 are chosen
in such a way that optimization of SLL remains more
dominant than optimization of FNBW . Minimization
of (fit) means maximum reduction of SLL and reduc-
tion of FNBWcomputed possible maximum reduction.
The OGSA technique employed for optimizing current
excitation weights and inter-element spacing resulting
in the minimization of (fit) and hence both SLL and
FNBW , is described in the next section.

4. Evoluationary optimization employed

A meta-heuristic optimization algorithm based on the
metaphor of gravitational interaction between masses
is proposed by Rashedi et al. in Gravitational Search
Algorithm (GSA) in [45]. GSA is inspired by the
Newton theory that postulates every particle in the
universe attracts every other particle with a force that
is directly proportional to the product of their masses
and inversely proportional to the square of the distance
between them [45-52]. Promising results were reported
in [45] for benchmark function optimization problems
by adopting GSA.

Tizhoosh introduced the concept of Opposition-
Based Learning (OBL) in [53]. This notion has been
applied to accelerate reinforcement learning [53-63] and
back propagation learning [62] in neural networks. The
main idea behind OBL is the simultaneous consider-
ation of an estimate and its corresponding opposite
estimate (i.e., guess and opposite guess) in order to
achieve a better approximation for the current candi-
date solution [53-62]. In this paper, OBL has been uti-
lized to accelerate the convergence rate of GSA. Hence,
our proposed approach has been called Opposition-
based Gravitational Search Algorithm (OGSA). OGSA
uses opposite numbers during population initialization
and also for generating new populations during the
evolutionary process of GSA [45-52]. The concept of
opposite numbers has been utilized to speed up the
convergence rate of an optimization algorithm.

4.1. Proposed opposition-based gravitational
search algorithm

4.1.1. A brief description of gravitational search
algorithm

GSA [40-47] is navigated by properly adjusting the
gravitational and the inertial masses. In physics,
gravitation is the tendency of objects with masses
to accelerate towards each other. In the Newton
gravitational law, each particle attracts every other
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particle with a force which is the gravitational force [45-
52]. GSA is one of the newest heuristic algorithms that
has been inspired by the Newtonian laws of gravity and
motion [45-52].

In GSA [45-52], agents are considered as objects
and their performances are measured by their masses.
All these objects attract each other by the gravity
forces and these forces cause a global movement of all
the objects towards the objects with heavier masses.
Hence, masses cooperate using a direct form of com-
munication through gravitational forces. The heavy
masses (which correspond to the good solutions) move
more slowly than the lighter ones. This guarantees the
exploitation step of the algorithm [45-52].

To describe the GSA, consider a system with S
masses in which position of the ith mass is de�ned as
in Eq. (15):

Xi =
�
x1
i ; :::; x

d
i ; :::; x

n
i
�

for i = 1; 2; :::; S; (15)

where xdi is position of the ith mass in the dth
dimension and n is the dimension of the search space.
Based on GSA, mass of each agent is calculated
after computing current population's �tness given in
Eqs. (16) and (17) [45-52]:

mi(t) =
fiti(t)� worst(t)
best(t)� worst(t) ; (16)

Mi(t) =
mi(t)PN
1 mi(t)

; (17)

where Mi(t) and fiti(t) represent the mass and the
�tness value of the agent i at iteration cycle (t),
respectively, and for a minimization problem worst(t)
and best(t) are de�ned in Eqs. (18) and (19) [45-52]:

best(t) = min
j2f1;:::;ngfitj(t); (18)

worst(t) = max
j2f1;:::;ngfitj(t): (19)

Total forces applied on an agent from a set of heavier
masses should be considered based on the law of
gravity as stated in Eq. (20), which is followed by
the calculation of the acceleration using the law of
motion as presented in Eq. (21) [46-47]. Afterwards,
next velocity of an agent, as given in Eq. (22), is
calculated as a fraction of its current velocity added
to its acceleration. Then, its next position may be
calculated by using Eq. (23) [45-52].

F di (t) =
NX

j2Kbest;j 6=i
randj �G(t)� Mi(t)�Mj(t)

Rij(t) + "

� �xdj (t)� xdi (t)� ; (20)

adi (t) =
F di (t)
Mi(t)

=
NX

j2Kbest;j 6=i
randj �G(t)

� Mj(t)
Rij(t) + "

� �xdj (t)� xdi (t)� ; (21)

vdi (t+ 1) = randi � vdi (t) + adi (t); (22)

xdi (t+ 1) = xdi (t) + vdi (t+ 1): (23)

In Eqs. (20)-(22), randi and randj are two uniformly
distributed random numbers in the interval [0,1]. " is
a small value. Rij(t) is the Euclidean distance between
two agents i and j (de�ned as Rij(t) = jjxi(t); xj(t)jj2).
Kbest is the set of �rst K agents with the best �tness
values and the biggest masses, which is a function of
iteration cycle (t) (initialized to K0 at the beginning
and decreased with iteration cycle (t)). Here, K0 is
set to S (total number of agents) and is decreased
linearly to 1. In GSA, the gravitational constant (G)
will take an initial value (G0), and it will be reduced
with iteration cycle as given in Eq. (24) [45-52]:

G(t) = G0 � e��( t
tmax

); (24)

where G0 is set to 100, � is set to 20, t and tmax are the
current iteration cycle and the total number of iteration
cycles (the total age of the system), respectively. The
steps of the GSA are as follows [45-52]:

Step 1. Population (S)-based initialization;

Step 2. Fitness evaluation of the agents;

Step 3. Updating Mi(t) based on Eqs. (16) and (17),
best(t) based on Eq. (18), worst(t) based on
Eq. (19), and G(t) based on Eq. (24) for i =
1; 2; :::; S;

Step 4. Calculation of the total forces in di�erent
directions by using Eq. (20);

Step 5. Calculation of the acceleration by Eq. (21) and
the velocity by Eq. (22);

Step 6. Updating the agents' positions by Eq. (23);

Step 7. Checking for the constraints of the problem;

Step 8. Repeating Steps 2 to 7 until the stopping
criterion is met.

4.1.2. Opposition-based learning: A concept
The process of searching terminates when some pre-
de�ned criteria are satis�ed. In the absence of a
priori information about the solution, we usually start
with random guesses [53-63]. The computation time,
among others, is related to the distances of these initial
guesses from the optimal solution [54]. We can improve
on chance of starting with a closer (�tter) solution
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by simultaneously checking the opposite solution [53-
63]. By doing this, the �tter one (guess or opposite
guess) can be chosen as an initial solution. In fact,
according to the theory of probability, for 50% of the
time a guess is further from the solution than its
opposite guess. Therefore, starting with the closer
of the two guesses (as judged by its �tness values)
has the potential to accelerate convergence. The same
approach can be applied not only to the initial solutions
but also continuously to each solution as iteration
progresses [53-63].

De�nition of opposite number. Let x 2 [a; b] be
a real number. The opposite number is de�ned by
Eq. (25):

�x = a+ b� x: (25)

Similarly, this de�nition can be extended to higher
dimensions [53-63] as stated in the next sub-section.

De�nition of opposite point. Let P = (x1
1; :::; xd1;

:::; xn1 ) be a point in n-dimensional space, where
fx1

1; :::; xd1; :::; xn1g and xi 2 [ai; bi]8i 2 f1; :::; d; :::; ng.
The opposite point �P = (�x1

1; :::; �xd1; :::; �xn1 ) is completely
de�ned by its components as stated in Eq. (26) [53-63]:

�xi = ai + bi � xi: (26)

Now, by employing the opposite point de�nition, the
opposition-based optimization is de�ned as follows.

Opposition-based optimization. Let P = (x1
1; :::;

xd1; :::; xn1 ) be a point in n-dimensional space (i.e.,
a candidate solution). Assume f = (:) is a �tness
function which is used to measure the candidate's
�tness. According to the de�nition of the opposite
point, �P = (�x1

1; :::; �xd1; :::; �xn1 ) is the opposite of P =
(x1

1; :::; xd1; :::; xn1 ) [53-63]. Now, if f( �P ) � f(P ) (for
a minimization problem), then the point P can be
replaced with �P ; otherwise, we continue with P .
Hence, the point and its opposite point are evaluated
simultaneously in order to continue with the �tter
one [53-63].

4.1.3. Opposition-based gravitational search algorithm
Similar to all population-based optimization algo-
rithms, two main steps are distinguishable for the
OGSA, namely, (i) opposition-based population initial-
ization and producing new generations by adopting the
principles of the GSA, and then (ii) the opposition-
based generation jumping [53-63]. This hybridization
of GSA with opposition concept causes accelerated
convergence to a better near global solution. Cor-
responding pseudo code of the proposed OGSA is as
follows [53-63]:

Step 1. Opposition-based population initialization.
Generate uniformly distributed initial population P0

for (i = 0; i < S; i+ +)
// S: Population size

for (j = 0; j < n; j + +)
// n: Problem dimension

OP0i;j = aj + bj � P0i;j
// OP0: Opposite of initial population P0

// [aj ; bj ]: Range of the jth variable
end for

end for

Select S �ttest individuals from the set of
fP0; OP0g as initial population P0.

End of opposition-based population initialization;
Step 2. Fitness evaluation of the agents;
Step 3. Updating Mi(t) based on Eqs. (16) and (17),
best(t) based on Eq. (18), worst(t) based on Eq. (19),
and G(t) based on Eq. (24) for i = 1; 2; :::; S;
Step 4. Calculation of the total forces in di�erent
directions by using Eq. (20);
Step 5. Calculation of the acceleration by Eq. (21)
and the velocity by Eq. (22);
Step 6. Updating the agents' positions by Eq. (23);
Step 7. Checking for the constraints of the problem;
Step 8. Opposition-based generation jumping

if (rand(0; 1) < Jr) // rand(0; 1): Uniformly
generated random number, Jr: Jumping rate

for (i = 0; i < S; i+ +)
for (j = 0; j < n; j + +)
OPi;j = minpj + maxpj �Pi;j

// minpj : minimum value of the jth
variable in the current population (p)

// maxpj : maximum value of the jth
variable in the current population (p)

end for
end for

end if
Selecting S �ttest individuals from set of fP;OPg
as current population P .

End of opposition-based generation jumping;
Step 9. Repeating Steps 2 to 8 until the stopping
criterion of maximum generation cycle is met.

5. Numerical simulation results

5.1. Simulation results of Circular Antenna
Array (CAA)

Extensive MATLAB simulation studies have been per-
formed for the proposed OGSA-based optimal design-
ing of non-uniform circular antenna arrays. The control
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Figure 3. Comparative array patterns for the 8-element
non-uniform circular array, OGSA showing much
improved SLL.

Figure 4. Comparative array patterns for the 10-element
non-uniform circular array, OGSA showing much
improved SLL.

parameters of OGSA are as follows: Population size
(S) =120, Genration cycles = 300, Jr = 0.6; npCount
= 0; twoNpCount = 1, alfa = 20, G0 = 10, rNorm
= 2; rPower = 1, and elitistCheck = 1. Radiation
patterns of the circular array with main lobe steered
to �0 = 0 degrees are considered. This section gives
simulation results of the radiation patterns of three
non-uniform circular antennas having 8, 10, and 12
elements, respectively. Figures 3-5 show a comparison
among the radiation patterns for un-optimized uniform

Figure 5. Comparative array patterns for the 12-element
non-uniform circular array, OGSA showing much
improved SLL.

circular antenna arrays (d = �=2), and corresponding
non-uniform circular antenna arrays (�=2 � d �
�) optimized with the use of OGSA and modi�ed
IWO [12]. In case of uniform circular array, radius a =
N:�=(4�) [26]. Table 1 shows optimal Design variable
of current excitation weights and inter-element spacing,
FNBW and aperture size obtained by OGSA for three
arrays. Table 2 shows average SLLs, worst SLLs,
and directivities for three antenna arrays obtained by
OGSA. Average SLL is the average of all peaks of side
lobes, and worst SLL is the maximum of all peaks
of all side lobes. Directivities shown in Table 2 are
calculated numerically by Simpson's 1/3 rule. Figure 3
illustrates the case for N = 8. For this value of
N , average SLL is suppressed to a level of -12.2979
dB, worst SLL is reduced to -11.27 dB, directivity
is improved to 11.17 dB, and BWFN is reduced to
65.16 degrees as a result of the optimization by OGSA,
whereas modi�ed IWO [12] shows average SLL of -10.75
dB, worst SLL of -2.283 dB, directivity of 11.17 dB,
and BWFN of 70.27 degrees, respectively, as shown in
Tables 2 and 1, respectively. Figure 4 illustrates the
case for N = 10. For this value of N , OGSA provides
a radiation pattern with average SLL of -14.0270 dB,
worst SLL reduced to -8.659 dB, directivity improved
to 12.27 dB, and BWFN reduced to 40.32 degrees as

Table 1. Design variables obtained with OGSA for three circular arrays.

No. of
elements

FNBW FNBW
in [12]

[I1; I2; I3; I4; :::; IN ] [d1; d2; d3; d4; :::; dN ] in
�0s

Aperture in
(�)

8 65.16 70.27 0.3575 0.3091 0.2807 0.8030
0.7008 0.3858 0.3064 0.8398

0.5150 0.5667 0.7001 0.7763
0.5351 0.8828 0.7736 0.9742

5.7238

10 40.32 55.85
1.0000 0.3102 0.2122 0.4407
1.0000 0.3701 0.4387 0.6342

0.5368 0.7088

0.9047 0.7843 0.7045 0.9976
0.5803 0.6445 0.9976 0.6805

0.9090 0.7639
7.9669

12 36.72 46.26
0.4021 0.5842 0.3538 0.3240
0.4750 0.8726 0.6292 0.3360
0.1304 0.5193 0.6874 0.9343

0.7744 0.9023 0.6236 0.6236
0.7997 0.9216 0.5377 0.9529
0.6633 0.8075 0.9565 0.7100

9.2731
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Table 2. Average SLLs, worst SLLs, and directivities for di�erent algorithms and di�erent arrays.

Number of
elements

Algorithm Average SLL
in dB

Worst SLL
in dB

Directivity
in dB

8

OGSA -12.2979 -11.27 11.17
Modi�ed IWO [12] -10.75 -2.283 9.14
Classical IWO [12] -9.488 NR* 8.27

DE [12] -10.34 NR* 8.87
PSO [12] -10.23 NR* 8.78
GA [12] -9.16 NR* 8.08

10

OGSA -14.0270 -8.659 12.27
Modi�ed IWO [12] -13.78 -4.636 11.75
Classical IWO [12] -11.35 NR* 9.93

DE [12] -12.46 NR* 10.79
PSO [12] -12.15 NR* 10.55
GA [12] -10.65 NR* 9.40

12

OGSA -14.5239 -12.97 13.31
Modi�ed IWO [12] -14.23 -5.105 12.25
Classical IWO [12] -10.99 NR* 9.86

DE [12] -11.66 NR* 10.39
PSO [12] -11.61 NR* 10.37
GA [12] -10.12 NR* 9.21

NR�: Not reported in the refereed literature/present work.

compared to average SLL of �13:78 dB, worst SLL of
-4.636, directivity of 11.75 dB, and FNBW of 55.85
degrees, obtained, respectively, in modi�ed IWO [12],
as shown in Tables 2 and 1, respectively. Lastly,
Figure 5 illustrates the case for N = 12. For this value
of N , as shown in Tables 2 and 1, OGSA provides a
radiation pattern having average SLL of -14.5239 dB,
worst SLL reduced to �12:97 dB, directivity improved
to 13.31 dB, and BWFN reduced to 36.72 degrees as
compared to average SLL of -14.23 dB SLL, worst
SLL of -5.105 dB, directivity of 12.25 dB, and BWFN
of 36.72 degrees, respectively, in Modi�ed IWO [12].
From Table 2 it is clear that as the number of antenna
elements N increases, the SLL reduction for non-
uniform circular antenna array increases.

5.2. Simulation results of Concentric Circular
Antenna Array (CCAA)

This segment gives the experimental results for various
CCAA designs obtained by OGSA techniques. For
each optimization technique, two three-ring (M =
3) CCAA structures are assumed, each maintaining
a non-uniform excitation, the inter-element spacing
is assumed to be constant being 0.55�, 0.606�, and
0.75� for the �rst, second, and third rings with a
design goal of maximizing SLL reduction [27-30]. For
obtaining the non-uniform excitations sets in each ring,
30 trial generalized optimization runs are used for each
structure. For all sets of experiments, the number of

Figure 6. Radiation pattern of CCAA for 4, 6 and 8
elements without center element.

elements of the innermost circle isN1 and for outermost
circle is N3, whereas the middle circle consist of N2
number of elements [27-30].

Tables 3 and 4 show the optimal excitation co-
e�cient of each element, Side Lobe Level (SLL), and
FNBW obtained by the array set (N1 = 4, N2 = 6, and
N3 = 8 elements) with and without center element.
Figures 6 and 7 show radiation pattern obtained by
OGSA for the same array set with and without center
element. From Tables 3 and 4 and Figures 6, and 7, it
is clear that SLL obtained by OGSA is -33.44 dB, and
-43.25 dB, for without center and with center element,
respectively, which is better than EP [23], FA [25],
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Table 3. Optimal excitation coe�cient of each element, SLL, and FNBW, with N1 = 4, N2 = 6 and N3 = 8 without
center element.

Algorithms
I1;1 I1;2 I1;3 I1;4

I2;1 I2;2 I2;3 I2;4 I2;5 I2;6
I3;1 I3;2 I3;3 I3;4 I3;5 I3;6 I3;7 I3;8

SLL (dB)

OGSA
0.0990 0.5395 0.0643 0.5372; 0.3466 0.3406
0.8060 0.3228 0.3186 0.8120; 0.3901 0.5984

0.3864 0.1992 0.3923 0.5390 0.3971 0.1851
-33.44

FA [25]
0.7025 0.1410 0.6770 0.1215; 0.9999 0.4349
0.4084 0.9999 0.4076 0.4305; 0.2352 0.4789
0.7366 0.4831 0.2542 0.4790 0.7172 0.4730

-33.20

EP [23]
0.3416 0.0496 0.3242 0.0283; 0.5321 0.2114
0.1923 0.4901 0.1876 0.1994; 0.1204 0.2555
0.3527 0.2450 0.1229 0.2294 0.3449 0.240

-31.84

Uniform 1111;111111;11111111 -11.23

Table 4. Optimal excitation coe�cient of each element, SLL, and FNBW, with N1 = 4, N2 = 6 and N3 = 8 with center
element.

Algorithms
Icenter; I1;1 I1;2 I1;3 I1;4;
I2;1 I2;2 I2;3 I2;4 I2;5 I2;6;

I3;1 I3;2 I3;3 I3;4 I3;5 I3;6 I3;7 I3;8

SLL (dB)

OGSA
0.5432; 0.5527 0.5471 0.5506 0.3997; 0.4076 0.1523

0.4014 0.4096 0.1427 0.1855; 0.2653 0.1898
0.0510 0.1950 0.2761 0.1926 0.0510 0.3662

-43.25

FA [25]
0.5142; 0.9943 0.8029 0.9508 0.8087; 0.5727 0.7228

0.7056 0.6025 0.7020 0.7262; 0.1516 0.4732
0.6145 0.4837 0.1627 0.4748 0.6159 0.4648

-40.43

EP [23]
0.3770; 0.5502 0.5477 0.5530 0.5890; 0.0976 0.3830

0.3972 0.0999 0.4152 0.4051; 0.0417 0.1730
0.2290 0.1734 0.0401 0.1750 0.2755 0.1717

-39.73

Uniform 1; 1111; 111111; 11111111 -12.31

Figure 7. Radiation pattern of CCAA for 4, 6 and 8
elements with center element.

and uniform circular antenna array for corresponding
without center and with center element, respectively.
Tables 5 and 6 shows the optimal excitation coe�cient
of each element, Side Lobe Level (SLL), and FNBW
obtained by the array set (N1 = 8, N2 = 10 and

Figure 8. Radiation pattern of CCAA for 8, 10 and 12
elements without center element.

N3 = 12 elements) with and without center element.
Figures 8 and 9, shows radiation pattern obtained by
OGSA for the same elements with and without center
element. From Tables 5 and 6 and Figures 8, and 9, it
is clear that SLL obtained by OGSA is -27.76 dB, and
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Table 5. Optimal excitation coe�cient of each element, SLL, and FNBW, with N1 = 8, N2 = 10 and N3 = 12 without
center element.

Algorithms I1;2:::I1;8; I2;1:::I2;10; I3;1:::I3;12 SLL (dB)

OGSA
0.6659 0.2415 0.5651 0.4619 0.5178 0.2829 0.5636 0.7579; 0.5410 0.0833
0.0038 0.4313 0.2713 0.2719 0.0385 0.1265 0.5840 0.4137; 0.2463 0.3035
0.7675 0.3238 0.2634 0.3247 0.3170 0.1510 0.7052 0.2780 0.2808 0.2586

-27.76

FA [25]
0.9354 0.7716 0.3013 0.7299 0.8924 0.7641 0.3044 0.7999; 0.5444 0.5686
0.2124 0.1958 0.5901 0.5647 0.6322 0.1498 0.1660 0.6379; 0.5044 0.4125
0.2457 0.9673 0.2516 0.3827 0.4854 0.3444 0.3209 0.9734 0.3290 0.365

-27.49

EP [23]
0.2242 0.2886 0.1891 0.3336 0.5458 0.3895 0.1000 0.2866; 0.1595 0.1378
0.1036 0.1000 0.4048 0.2686 0.3090 0.1000 0.1000 0.1696; 0.2419 0.1183
0.1144 0.4708 0.1685 0.2090 0.2566 0.2200 0.1000 0.4229 0.1273 0.1020

-26.12

Uniform 1 1 1 1 1 1 1 1; 1 1 1 1 1 1 1 1 1 1; 1 1 1 1 1 1 1 1 1 1 1 1 -9.56

Table 6. Optimal excitation coe�cient of each element, SLL, and FNBW, N1 = 8, N2 = 10, and N3 = 12 with center
element.

Algorithms Icenter; I1;2:::I1;8;
I2;1:::I2;10; I3;1:::I3;12

SLL (dB)

OGSA
0.3951; 0.7232 0.4874 0.9148 0.4535 0.6670 0.3698 0.5583 0.4712; 0.0273 0.0240

0.7137 0.3321 0.6351 0.0638 0.0766 0.3463 0.2054 0.1856; 0.2865 0.6559
0.3471 0.2897 0.2662 0.3578 0.2577 0.5727 0.1477 0.2712 0.2229 0.5705

-31.85

FA [25]
0.5199; 0.9967 0.5631 0.7591 0.4567 0.6972 0.5239 0.6171 0.6279; 0.3579 0.7551

0.0321 0.1155 0.5299 0.4027 0.4977 0.1285 0.0531 0.7114; 0.3466 0.3824
0.3453 0.8170 0.2995 0.2844 0.3716 0.2866 0.2705 0.7644 0.3284 0.3990

-30.54

EP [23]
0.2750; 0.2989 0.4102 0.3979 0.7325 0.3989 0.3813 0.2785 0.2628; 0.2300 0.0187

0.0464 0.5620 0.2875 0.5240 0.0855 0.0166 0.1763 0.1283; 0.1225 0.1932 0.5081 0.2903
0.2285 0.2227 0.2858 0.2278 0.4828 0.0957 0.1756 0.2082

-28.92

Uniform 1; 11111111; 1111111111; 111111111111 -10.77

Figure 9. Radiation pattern of CCAA for 8, 10 and 12
elements with center element.

-31.85 dB for without center and with center element,
respectively, which is better than EP [23], FA [25]
and uniform circular antenna array for corresponding
without center and with center element, respectively.

5.3. Comparisons of accuracy
Test for independent samples is conducted at the
5% signi�cance level in order to judge whether the
results obtained with the best performing algorithm

di�er from the results of the other algorithms in a
statistically signi�cant way [64]. Two-sample t-test
is a hypothesis testing method for determining the
statistical signi�cance of the di�erence between two
independent samples of an equal sample size [65].
Therefore, if the t-test result is positive, then it means
that the results obtained by di�erent algorithms are
di�erent. If the t-test result is negative, the di�erence
between them are not signi�cant. The t-value is de�ned
as given in the following equation. Assume unequal
population variances/standard deviations (�2

1 6= �2
2),

as we have taken two-sample t-test with equal sample
size; in this paper sample size is 50 [64].

t� test =
��22 � ��11r�
�2

2
nA

�
+
�
�2

1
nB

� ; (27)

Degree of freedom (�) = min (nA � 1; nB � 1) ; (28)

where ��11 and ��22 are the mean values of the �rst
and second methods, respectively; �1 and �2 are the
standard deviations of the �rst and second methods,
respectively; nA and nB are the numbers of sample
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sizes in the �rst and second methods, respectively. The
degree of freedom for unequal variance and unequal
sample size is given by Eq. (28) [64]. In this paper,
we have taken nA equal to nB . Table 7 shows
t-test values obtained between the OGSA and the
other optimization methods. When the t-test value

Table 7. t-test values obtained for comparison of OGSA
algorithm with di�erent algorithms.

Number of
elements

Algorithm t-test
value

8

OGSA/modi�ed IWO [12] 2.3627

OGSA/classical IWO [12] 30.8512

OGSA/DE [12] 36.3721

OGSA/PSO [12] 12.2462

OGSA/GA [12] 8.6639

10

OGSA/modi�ed IWO [12] 52.1555

OGSA/classical IWO [12] 15.2529

OGSA/DE [12] 25.1210

OGSA/PSO [12] 12.9509

OGSA/GA [12] 9.7242

12

OGSA/modi�ed IWO [12] 54.6665

OGSA/classical IWO [12] 6.9307

OGSA/DE [12] 23.5768

OGSA/PSO [12] 6.2444

OGSA/GA [12] 7.8848

given in Table 7 is higher than 1.645, 1.960, 2.326,
2.576, and 3.090 (� � 100), there is a signi�cant
di�erence between the two algorithms with 95%, 97.5%,
99%, 99.5%, and 99.9% con�dence level, respectively.
The t-test values between the OGSA and the other
optimization methods are presented in Table 7. The
t-test values of all approaches are larger than 2.15 in
case of OGSA/modi�ed IWO [12] and larger than 3.090
in rest of the cases (degree of freedom = 49), meaning
that there is a signi�cant di�erence between the OGSA
and other methods with a 98% con�dence level in case
of OGSA/modi�ed IWO [12] and 99.9% in rest of the
cases. Thus, from statistical analysis, it is clear that the
OGSA-based optimization technique o�ers robust and
promising results. Table 8 shows mean and slandered
deviation of the �nal objective function for the 8-, 10-,
and 12-element arrays. From the same table it is clear
that mean and standard deviation values of objective
function, as obtained in OGSA, are lower than those
of other algorithms, classical IWO and modi�ed IWO,
presented in [12]. So, from all the above results, it
is established that OGSA results in the best SLL, the
lowest FNBW, and much improved directivity for each
non uniform circular antenna array.

6. Convergence pro�le of OGSA

The minimum objective function (fit) values against
number of generation cycles are recorded to get the
convergence pro�le of OGSA. Figure 10(a) and (b)

Table 8. Means and standard deviations of the �nal objective function values for di�erent algorithms.

Number of
elements

Algorithm Mean objective
function value

Standard deviation for
the objective function

8

OGSA 0.4434 0.01419
Modi�ed IWO [12] 1.0687 0.0122
Classical IWO [12] 1.1990 0.1726

DE [12] 1.1355 0.1338
PSO [12] 1.2079 0.4412
GA [12] 1.4011 0.7815

10

OGSA 0.4341 0.01569
Modi�ed IWO [12] 0.6799 0.0294
Classical IWO [12] 0.8705 0.2017

DE [12] 0.7895 0.0988
PSO [12] 0.8461 0.2244
GA [12] 1.1215 0.4996

12

OGSA 0.01835 0.01207
Modi�ed IWO [12] 0.7288 0.0911
Classical IWO [12] 0.9873 0.9885

DE [12] 0.8046 0.2355
PSO [12] 0.8918 0.9890
GA [12] 1.1256 0.9929
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Figure 10. Convergence pro�le OGSA for (a) CAA, and (b) CCAA.

Table 9. Comparison of execution times, means, and standard deviations of the �nal (fit) values for di�erent algorithms.

Array type No. of elements Execution times
(in sec) of OGSA

CAA
8 358.9920
10 480.2500
12 630.2300

CCAA

4, 6, 8 without centre element 925.4566
4, 6, 8 with centre element 984.2541

8, 10, 12 without centre element 1205.6556
8, 10, 12 with centre element 1254.1548

portrays the convergence pro�le of minimum (fit) for
the circular arrays having 8, 10, and 12 elements,
and concentric circular antenna arrays having sets of
N1 = 4, N2 = 6, N3 = 8 and N1 = 8, N2 = 10,
N3 = 12 with and without centre element, respectively.
Table 9 shows OGSA's execution times, mean values,
and standard deviations for the cost function (fit).
The simulation programming was written in MATLAB
language using MATLAB 7.5 on dual core (TM)
processor, 2.88 GHz with 1 GB RAM.

7. Conclusion

This paper illustrates how to model the optimal design
of non-uniform circular and non-uniform concentric
circular antenna array for maximal SLL reduction as
well as improvement in the FNBW for three non-
uniform circular arrays antenna arrays. The new
algorithm OGSA e�ciently determines the optimal
design of non-uniform circular antenna arrays gener-
ating radiation pattern with the best optimal SLL
reduction and lesser FNBW than other algorithms.
Array patterns obtained by OGSA are generally better
than those presented in modi�ed IWO [12]. The same
algorithm determines optimal designs of non-uniform
concentric circular antenna array having elements sets
of N1 = 4, N2 = 6, N3 = 8 and N1 = 8, N2 = 10,
N3 = 12 with and without centre element, respectively,
which generate radiation pattern with the best optimal

SLL reduction, as compared to the cases of uniform
excitation and uniform inter-element spacing and those
of some published works like EP [23], and FA [25].
Thus, OGSA algorithm has proved comparatively more
suitable for the present work and thus seems to be
a good evolutionary technique to deal with complex
nonlinear problem of array antenna design. Thus,
OGSA seems to be a suitable algorithm for future
research with other array geometries and constraints.
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