Spatial analysis methods for identifying hazardous locations on expressways in Korea
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**Abstract.** Identifying hazardous locations on highways is a fundamental step in safety improvement programs and projects since it provides decision makers with a basis for allocating budgets and other resources in a cost-effective manner. Extensive research has been conducted to identify such locations. However, most studies have ignored the spatial characteristics of crash occurrences and the relative significance of injury severity. In this study, we develop a procedure for identifying hazardous locations on expressways based on Geographically Weighted Regression (GWR) and Equivalent Property Damage Only (EPDO). GWR is a spatial regression method that can reflect spatial dependency and heterogeneous relationships between crash occurrences and other explanatory variables. EPDO is a comprehensive measure of crash occurrences weighted by the level of injury severity. We apply this procedure to a case study in Gyeongbu Expressway in Korea. The findings from our case study show that the procedure can identify hazardous locations on roadways while reflecting crash frequency and injury severity simultaneously with the comprehensive measure.
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1. Introduction

Identifying hazardous locations (hotspots) and understanding the process of crash occurrences in those locations are important for the appropriate allocation of resources for safety improvements [1, 2]. Failure to identify true hazardous locations such as false positives (i.e., identifying sites for safety improvements that should not have been selected) or false negatives (i.e., not identifying sites that should have been selected) reduces the effectiveness of safety improvement projects by wasting resources.

Hazardous locations on highways have been defined or ranked by various crash outcome measures, including crash rate (crashes per vehicle miles traveled), frequency, severity, density, or a combination of these measures within divided highway segments. Many recent studies have suggested determining these locations based on the amount of excessive risk, which can be estimated by the difference between observed and expected counts [3-5]. However, the previous models are limited in their ability to 1) measure crash outcomes that can reflect both severity and occurrence and 2) reflect the effect of spatial interaction among traffic crashes that occur in nearby segments because the regression models are specified based on the assumption of independence between samples.
In this study, we use the Equivalent Property Damage Only (EPDO) method, which considers the total number of crashes weighted by the severity of each crash [6]. Geographically Weighted Regression (GWR) is then applied to modeling EPDO as an outcome variable. GWR is used to model spatially varying relationships in the geographic space [7]. Based on these two methods, this study proposes a procedure for identifying hazardous locations on expressways in Korea. The result is then compared to hazardous locations identified by Kernel Density Estimation (KDE), which is an effective method for analyzing the first order properties of a point event distribution [8,9].

In practice, hotspots are identified by the difference between the actual and the expected number of crashes, which can later be used to estimate benefits of safety improvement projects. Since the KDE cannot provide this quantitative selection criterion, it may not be used independently for selecting safety improvement projects. However, it is an efficient method for visualizing geographically concentrated high-accident segments, and it can identify the list of hotspots that are quite comparable to that of the GWR model.

The remainder of this paper is organized as follows. In the second section, we discuss the importance of spatial interaction in analyzing traffic crashes. The third section explains the measure of the EPDO and the estimation procedure for GWR. The proposed approach is applied to an actual highway, Gyeongbu Expressway in Korea, in the fourth section. The final section provides concluding remarks and suggestions for future research.

2. Spatial interaction in traffic crashes

Traffic accidents are spatial events occurring over a network in geographic space. They are caused by various factors such as human behavior, the mechanical failure of vehicles, roadway geometry, and environmental conditions. Spatial interaction among these factors, which are often missing in collision reports, can also be a significant latent factor in accidents. Therefore Tobler’s first law of geography [10], which states that objects in geographic space are not distributed randomly but interact with each other, also holds true for crash occurrences, resulting in spatial dependency and spatial heterogeneity.

Spatial dependency refers to a certain degree of redundancy in the additional information that is provided by nearby locations within a geographic space [11]. Spatial dependency leads to the spatial autocorrelation problem in conventional statistics; however, this can be viewed as evidence for important spatial processes [12]. In contrast, spatial heterogeneity is characterized by a spatial or regional dissimilarity between the locations of objects within a geographic space. The results of any analysis over a limited area can be different from the results that would be obtained for other areas. These concepts tend to affect almost any kind of spatial analysis conducted on geographic data, including crashes on highways [13].

Previous studies of crash prediction models have analyzed crash causal factors from a traditional statistical standpoint, without sufficient consideration of spatial interaction. The Safety Performance Function (SPF), for example, estimates the expected number of traffic accidents per unit time interval using independent variables, such as traffic flow rates and geometric design features [14,15]. The SPF assumes that 1) the rate of traffic collisions along a highway is spatially uncorrelated, 2) the rate at which collisions occur within the segment remains constant, and 3) the factors causing high collision rates reside within the segment [16,17]. The first assumption can be invalidated by the spatial autocorrelation among accidents, as examined in the fourth section of this paper. The second and third assumptions are also invalid because crash risks vary by location even within the same highway segment, and the factors causing a high number of collisions may spread out over contiguous segments.

Other studies such as those of Minon and Lum [18] and Shanker et al. [19] developed models based on homogeneous road sections divided by explanatory variables, such as the geometric features of the site, traffic volume, and other environmental features. However, these models could not fully examine the spatial relationships between traffic accidents because of the limits of traditional statistical analysis methods.

3. Methodology

3.1. Equivalent Property Damage Only (EPDO)

Since the impacts of crashes can vary according to their accompanying injuries, it is important for a crash outcome measure to reflect injury severity. We propose the EPDO method, which assigns severity weights to individual crashes. Higher levels of injuries are given higher weights based on the ratio of their average crash costs to Property Damage Only (PDO) crashes [20].

In this study, we use a severity index using the EPDO method, which is calculated as follows:

\[ SI(n) = W_F(n) \cdot C_F(n) + W_I(n) \cdot C_I(n) + C(n), \]  

where:

\[ SI(n) : \text{Severity index at location } n; \]

\[ W_F(n) : \text{Weight for a fatal crash at location } n; \]

\[ W_I(n) : \text{Weight for an injured crash at location } n; \]

\[ C_F(n) : \text{Cost for fatal crash at location } n; \]

\[ C_I(n) : \text{Cost for injured crash at location } n; \]

\[ C(n) : \text{Cost for all crashes at location } n. \]
\( W_I(n) \): Weight for an injury crash at location \( n \);
\( C_F(n) \): The number of fatal crashes at location \( n \);
\( C_I(n) \): The number of injury crashes at location \( n \);
\( C(n) \): The number of PDO crashes at location \( n \).

By assigning greater weight to severe injury crashes, bias due to the underreporting of minor injuries and PDO crashes can be partially corrected [6]. Furthermore, since EPDO is not only a comprehensive measure but also a continuous variable, it can obviate issues in other conventional count models for crash occurrences and allows more advanced and appropriate statistical analyses for safety evaluation [21].

3.2. Geographically weighted regression method
In the Ordinary Least Square (OLS) regression, parameters are estimated globally. Once estimated, the same parameter values are applied over all highway segments, although the influence of some independent variables (e.g. geometric attributes or traffic volumes) on the dependent variable (e.g. crash frequencies or severity) may vary across space. By not reflecting spatial variability, the estimated model may include some biases and result in low explanatory power of a model [22]. In GWR, local parameters are estimated for each location or highway segment with different weights for observations relative to those positions. In other words, in estimating parameters for a model at a certain location, observations that are made at nearby locations should have greater weights in the estimation than observations that are made farther away [23].

The general form of the GWR model is modified from the OLS and can be written as:

\[
y_k = \beta_{10} + \sum_k \beta_{1k} x_{ik} + \varepsilon_k, \tag{2}
\]

where:

\( y_k \): Dependent variable in highway segment \( i \in L \), where \( L \) is a set of all highway segments in the route;
\( x_{ik} \): Independent variable of the \( k \)th parameter in highway segment \( i \);
\( \beta_{ik} \): \( k \)th parameter in highway segment \( i \);
\( \varepsilon_k \): Error term in highway segment \( i \).

The estimation procedure of the GWR model is composed of four parts: i) Select \( h \) (bandwidth), ii) Calculate weight matrix, \( W_i \), iii) Calculate coefficient matrix, \( \hat{\beta}_i \), and iv) Calculate model fitness, Akaike information criterion with a sample size correction (AICc). This procedure is repeated until the AICc is minimized. At minimum AICc, the bandwidth, \( h \), is determined.

\( \hat{\beta}_i \) is a vector of local estimated parameters for a given highway segment \( i \), where \( \hat{\beta}_i = \{ \hat{\beta}_{1i}, \hat{\beta}_{2i}, ..., \hat{\beta}_{ki}, ... \} \). This is calculated with weights given on the location relative to the other observations in the dataset. The estimator can be represented as follows:

\[
\hat{\beta}_i = (X^T W_i X)^{-1} X^T W_i y, \tag{3}
\]

where \( X \) is the matrix of the independent variables, \( x_{ik} \), \( y \) is the vector of observed dependent variable values, and \( W_i \) is a \( p \times p \) matrix of weights relative to the position of \( i \) in the study area, where \( p \) is the total number of segments. Off-diagonal elements of \( W_i \) are zero, and its diagonal element in \( j \)-th row is represented by a Gaussian form as:

\[
W_i(j) = \frac{1}{\sqrt{2\pi}} e^{-\frac{d_{ij}^2}{h^2}}, \tag{4}
\]

where \( W_i(j) \) is the geographical weight of the data point \( i \) related to the regression point of segment \( j \in L \), where \( L \) is the set of total segment; \( d_{ij} \) is the distance between data point \( i \), and the regression point of segment \( j \), and \( h \) is the bandwidth. In this study, the data point is the corresponding crash location, and a middle point of each roadway segment is used as the regression point. At minimum AICc, the bandwidth, \( h \), is 70,034 m.

Hazardous locations are selected based on the residuals-highway segments that have residuals greater than the predetermined threshold from the estimated value of GWR [24, 25]. The threshold value can usually be represented as a certain statistically significant level. For example, the California Department of Transportation [26] and Sung [27] used 0.5% and 5% significance levels, respectively, and Kononov and Allery [28] set the threshold to be 1.5 times the standard deviation. The threshold value may depend on site-specific conditions or on a budget size for the safety improvement program.

4. Application to Gyeongbu expressway in Korea
4.1. Data description
Gyeongbu Expressway is a 416 km expressway connecting Seoul, the capital of Korea, and Busan, the second largest city in Korea. Data for a total of 842 crashes, which occurred on the northbound lanes of the expressway from 2006 through 2008, are used in this study (see [29, 30] for details of the site description and the database of geocoded collision records). We divided the expressway into 524 segments, with an average length of 794 m for the estimation of both OLS and GWR, according to their horizontal curve
attributes, as suggested by Kwak et al. [31] and Park et al. [32] who, using comparable data sets, showed horizontal curvature to be an influential segmentation criteria. The dependent and explanatory variables are described in Table 1.

In general, EPDO weights are estimated based on the societal costs of fatal, injury, and PDO crashes. Therefore, they may vary with time and location. In this study, we used 12 for a fatal crash and 3 for an injury crash, which are Equivalent Property Damage Only (EPDO) values officially employed by the Korea Road Traffic Authority, an organization that is affiliated with the National Police Agency (NPA).

4.2. Verification of spatial relationship
Spatial autocorrelation can be defined as the existence of a positively (or negatively) systematic pattern in the spatial distribution of the variable. Contiguous spaces have a positive spatial autocorrelation if they are more alike, and vice versa. This is important because most traditional statistics are based on the assumption that the values of observations in each sample are independent of one another.

Moran’s autocorrelation coefficient (often denoted as $I$) [33] is an indicator of global spatial autocorrelation, and it is used to measure the spatial autocorrelation of crash occurrences [34]. It compares the value of the variable at any one location with the value at all other locations. Moran’s $I$ can be calculated as follows:

$$I = \frac{p \sum_i \sum_j w_{ij} (R_i - \bar{R})(R_j - \bar{R})}{(\sum_i \sum_j w_{ij}) \sum_i (R_i - \bar{R})^2},$$

where $p$ is the total number of segments, and $i$ and $j$ are highway segment indices. $R_i$ is the difference between the observed and the estimated variable value (e.g., fatality rate, severity, or frequency) at location $i$. $\bar{R}$ is the mean of $R_i$, and $w_{ij}$ is a distance-based weight represented by the reciprocal of the distance between segments $i$ and $j$.

Given a set of accident points and associated attributes of the accidents, Moran’s $I$ evaluates whether the pattern expressed is clustered, dispersed, or random. The $Z$ score of Moran’s $I$ is used to examine its statistical significance. To test whether we can reject the null hypothesis (i.e., there is no spatial clustering), the $Z$ score is calculated as:

$$Z(I) = \frac{I - E(I)}{SE(I)},$$

where $E(I)$ is the expected value of Moran’s $I$ and $SE(I)$ is an estimate of the theoretical standard deviation. To determine if the $Z$ score is statistically significant, it is compared to the range of values for a particular confidence level [12].

The results of Moran’s $I$ and Koenker’s studentized Breusch-Pagan (K-BP) statistics for OLS statistics are summarized in Table 2. Moran’s $I$ results show

<table>
<thead>
<tr>
<th>Table 1. Description of variables.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category</strong></td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>Dependent variable EPDO</td>
</tr>
<tr>
<td>NumLane</td>
</tr>
<tr>
<td>Bridge</td>
</tr>
<tr>
<td>Tunnel</td>
</tr>
<tr>
<td>Camera</td>
</tr>
<tr>
<td>OffRamp</td>
</tr>
<tr>
<td>OnRamp</td>
</tr>
<tr>
<td>Restarea</td>
</tr>
<tr>
<td>TG</td>
</tr>
<tr>
<td>EXPO</td>
</tr>
<tr>
<td>HR</td>
</tr>
</tbody>
</table>
that all Z-scores are greater than 1.96 and p-values are smaller than 0.05, which implies the existence of spatial autocorrelation with a 95% level of statistical significance.

The K-BP statistic shows whether the explanatory variables in the model have a consistent relationship to the dependent variable over the geographic space (i.e. spatial heterogeneity) [35]. For the OLS result, a K-BP probability of less than 0.05 indicates that the dependent variable has statistically significant heteroscedasticity and non-stationarity over the target area. Resulting from Moran’s I test and K-BP statistic, the spatial interaction in crash data raises an important problem to be considered in accident analyses.

4.3. GWR estimation
The OLS and GWR results are compared in Table 3. Akaikes Information Criterion (AIC) is a relative measure of performance that is used to compare statistical models [36]; the smaller AICc indicates a better goodness of fit. While EPDO shows similar AICc values for both models, both R-square and adjusted R-square values show that the GWR model is superior to the OLS model for explaining the dependent variable. This is as expected because GWR can better describe the different relationships between the dependent and explanatory variables at different locations.

4.4. Identifying hazardous locations by GWR
The next step is to select hazardous locations using the GWR results. From the model with EPDO, 12 highway segments with residuals larger than 2.58 standardized residuals, representing high residual sections with a 1% significance level, are identified, as shown in Figure 1.

In Table 4, selected segments are ranked by the higher unit accident costs that imply the higher social costs from the accidents in the unit segment; thus, there could be more room for saving the social cost by a given investment for the safety improvement project.

4.5. Comparison of GWR and KDE results
In general, crash maps do not precisely reflect the crash concentrations of locations having more than one crash because the symbols for each of the crashes at one location lie on top of each other and thus are not shown distinctly [37]. Kernel density, on the other hand, calculates the magnitude of a crash frequency or severity per unit area from every crash point on the highway using a kernel function to fit a smoothly tapered surface to each point. The surface value is the highest at the location of the crash point, diminishing as it moves away from the point and reaching zero at the radius distance (or bandwidth) from the point [38].

In the KDE method, the highway route is first
divided into small cells, and the kernel function value at each cell is calculated. The value increases as it gets closer to accident locations, and the location having a large cell value can be regarded as an accident-prone location.

In this study, we propose a severity-weighted kernel function, which is a product of a severity index and a distance function. The severity index in Eq. (1) defines the kernel function at cell $a$, represented by a Gaussian form:

$$K_a = (2\pi)^{-1/2} \sum_{n_a} \exp \left( -\frac{(d(a, n_a))^2}{2b^2} \right) SI(n_a),$$

where $K_a$ is a kernel function value at cell $a$, $n_a$ is an index of crash location within a bandwidth from cell $a$, $d(a, n_a)$ is the distance from crash location $n_a$ to cell $a$, and $b$ is a bandwidth for KDE.

Two key inputs of the KDE method, cell size and bandwidth, are determined for the clear representation of hotspots. Using large cell size and bandwidth results in data aggregation in distant segments, so that blurred images of hotspots are provided, resulting in a false positive (i.e., unnecessary identification of low risk segments). Meanwhile, when a small cell size and bandwidth are used, statistical fluctuations in the data cannot be removed, so that an increased number of hotspots are identified. Therefore, in this study, we set the cell size and bandwidth at 100 m and 500 m to match the length of the safety improvement project in Korean expressways. For the comparable number to the selected locations by the GWR method, 15 segments with highest kernel function values are selected as shown in Table 5.

Figure 2 and Table 6 show locations selected by both the GWR and KDE methods. In Table 6, the

![Figure 2. Kernel density map that overlaps hazardous locations identified by GWR.](image)
Table 5. Selected locations by KDE method.

<table>
<thead>
<tr>
<th>Priority</th>
<th>From (km)</th>
<th>To (km)</th>
<th>Length (m)</th>
<th>EPDO</th>
<th>Acc. cost (USD)</th>
<th>Unit accident cost (USD/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>307.3</td>
<td>307.8</td>
<td>500</td>
<td>36</td>
<td>1,341,169</td>
<td>2,683</td>
</tr>
<tr>
<td>2</td>
<td>343.2</td>
<td>343.6</td>
<td>400</td>
<td>28</td>
<td>916,462</td>
<td>2,291</td>
</tr>
<tr>
<td>3</td>
<td>290.2</td>
<td>299.6</td>
<td>400</td>
<td>21</td>
<td>898,184</td>
<td>2,245</td>
</tr>
<tr>
<td>4</td>
<td>189.5</td>
<td>189.9</td>
<td>400</td>
<td>24</td>
<td>885,905</td>
<td>2,215</td>
</tr>
<tr>
<td>5</td>
<td>55.4</td>
<td>55.8</td>
<td>400</td>
<td>24</td>
<td>858,199</td>
<td>2,145</td>
</tr>
<tr>
<td>6</td>
<td>339.6</td>
<td>360.3</td>
<td>700</td>
<td>42</td>
<td>1,338,703</td>
<td>1,941</td>
</tr>
<tr>
<td>7</td>
<td>388.3</td>
<td>388.8</td>
<td>500</td>
<td>27</td>
<td>906,350</td>
<td>1,813</td>
</tr>
<tr>
<td>8</td>
<td>346</td>
<td>346.5</td>
<td>500</td>
<td>25</td>
<td>861,690</td>
<td>1,723</td>
</tr>
<tr>
<td>9</td>
<td>35.2</td>
<td>36</td>
<td>800</td>
<td>27</td>
<td>1,323,150</td>
<td>1,654</td>
</tr>
<tr>
<td>10</td>
<td>402.5</td>
<td>403.2</td>
<td>700</td>
<td>41</td>
<td>1,069,763</td>
<td>1,528</td>
</tr>
<tr>
<td>11</td>
<td>269.1</td>
<td>269.8</td>
<td>700</td>
<td>29</td>
<td>914,522</td>
<td>1,349</td>
</tr>
<tr>
<td>12</td>
<td>233.2</td>
<td>233.9</td>
<td>700</td>
<td>30</td>
<td>910,410</td>
<td>1,301</td>
</tr>
<tr>
<td>13</td>
<td>356</td>
<td>356.4</td>
<td>400</td>
<td>22</td>
<td>519,349</td>
<td>1,298</td>
</tr>
<tr>
<td>14</td>
<td>389.8</td>
<td>390.4</td>
<td>600</td>
<td>31</td>
<td>592,205</td>
<td>987</td>
</tr>
<tr>
<td>15</td>
<td>386.8</td>
<td>387.3</td>
<td>500</td>
<td>19</td>
<td>486,179</td>
<td>972</td>
</tr>
</tbody>
</table>

Table 6. Top 12 commonly selected segments by both the GWR and KDE models.

<table>
<thead>
<tr>
<th>Rank</th>
<th>GWR From (km)</th>
<th>GWR To (km)</th>
<th>GWR Length (m)</th>
<th>GWR Unit accident cost (USD/m)</th>
<th>KDE From (km)</th>
<th>KDE To (km)</th>
<th>KDE Length (m)</th>
<th>KDE Unit accident cost (USD/m)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>307.300</td>
<td>307.891</td>
<td>511</td>
<td>2,565</td>
<td>307.3</td>
<td>307.8</td>
<td>500</td>
<td>2,683</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>310.978</td>
<td>311.380</td>
<td>402</td>
<td>2,096</td>
<td>343.2</td>
<td>343.6</td>
<td>400</td>
<td>2,291</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>343.015</td>
<td>343.720</td>
<td>705</td>
<td>1,300</td>
<td>269.1</td>
<td>269.8</td>
<td>700</td>
<td>1,349</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>268.780</td>
<td>269.720</td>
<td>940</td>
<td>978</td>
<td>55.4</td>
<td>55.8</td>
<td>400</td>
<td>2,145</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>355.270</td>
<td>355.760</td>
<td>490</td>
<td>943</td>
<td>389.8</td>
<td>390.4</td>
<td>600</td>
<td>987</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>389.877</td>
<td>390.720</td>
<td>843</td>
<td>699</td>
<td>346.0</td>
<td>346.5</td>
<td>500</td>
<td>1723</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>344.960</td>
<td>346.900</td>
<td>1,940</td>
<td>687</td>
<td>189.5</td>
<td>189.9</td>
<td>400</td>
<td>2,215</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>189.710</td>
<td>190.110</td>
<td>1,400</td>
<td>652</td>
<td>233.2</td>
<td>233.9</td>
<td>700</td>
<td>1,301</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>220.320</td>
<td>227.820</td>
<td>1,500</td>
<td>599</td>
<td>388.3</td>
<td>388.8</td>
<td>500</td>
<td>1,813</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>386.920</td>
<td>388.510</td>
<td>1,590</td>
<td>579</td>
<td>386.8</td>
<td>387.3</td>
<td>500</td>
<td>972</td>
<td>15</td>
</tr>
<tr>
<td>11</td>
<td>298.716</td>
<td>300.375</td>
<td>1,659</td>
<td>567</td>
<td>299.2</td>
<td>299.6</td>
<td>400</td>
<td>2,245</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>333.940</td>
<td>356.340</td>
<td>2,400</td>
<td>389</td>
<td>356.0</td>
<td>356.4</td>
<td>400</td>
<td>1,298</td>
<td>13</td>
</tr>
</tbody>
</table>

location of each segment in the same row lies on a similar position in the expressway. As a result, 12 out of 15 segments identified by the KDE method are matched to 11 out of 12 locations selected by the GWR method. Here, highway segments are divided by horizontal curve attributes in the GWR method, and the lengths may vary from hundreds of meters to over 10 kilometers. In this analysis, most GWR segments are longer than KDE segments, and thus, the unit accident costs of GWR segments are generally lower than those of KDE segments. This implies that the GWR segments may include relatively lower risk sections, but at the same time, this may reduce false negatives by covering the high-risk sections with a relatively wide range of roadway segments. On the other hand, with tighter and more regular segment
lengths, higher unit accident costs of KDE may increase the resource effectiveness.

5. Conclusion and future study

Numerous efforts have been made to identify factors influencing crash occurrences and roadway safety by developing crash prediction models based on explanatory variables, such as the geometric features of the site, traffic volume, and other environmental features. However, since these models assume that every crash occurs independently and that the rate at which crashes occur within a segment remains constant, they fail to fully reflect the interaction between adjacent sections of a continuous roadway.

In this study, the GWR and KDE methods were used to identify hazardous highway sections by considering the effect of spatial dependency and spatial heterogeneity on the outbreak of traffic accidents. The GWR method shows better analytical outcomes of spatial data than the conventional OLS method because it estimates different local regression equations depending on spatial characteristics, so the significance of variables and their influence can be considered separately at each highway segment. The KDE method can help identify crash-clustered areas through the use of a visualized kernel density map, and thus, it was used in this study to confirm the effectiveness of the GWR method.

For suggested approaches, the EPDO variable was tested as a dependent variable for a better evaluation of the seriousness of accidents, whereas most of the existing crash-frequency-based studies have considered all crashes to be identical, regardless of their level of severity.

In the case study of Gyeongbu Expressway in Korea, we verified that highway accidents are spatially correlated and that the suggested spatial analysis model can explain the distribution and relationship of crashes with better goodness-of-fit with the actual crash data. Most of the segments selected by the GWR and KDE methods overlapped each other. Commonly selected segments are prioritized by the unit accident cost and recommended as candidate sites for future safety improvement projects.

Although the procedure suggested in this study has reduced the theoretical limits of the assumptions of existing crash prediction models, further research on the GWR model can enhance the performance of the procedure. More studies should be performed to determine the proper criteria for segmenting highways for GWR and the modifiable areal unit problem, which may cause altered analysis results by the level of aggregation of the spatial data. Furthermore, more elaborate models, such as the Poisson-gamma model with random effects, should be developed and applied to the procedure to enhance its effectiveness in identifying hazardous locations.

In addition, before-and-after studies of safety improvement projects for suggested sites would be helpful for evaluating the effectiveness of suggested methodologies. The enhanced safety level and the economic and social benefits will validate the importance of considering the spatial relationship of accidents in identifying hazardous locations on highways.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GWR</td>
<td>Geographically Weighted Regression</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information Systems</td>
</tr>
<tr>
<td>EPDO</td>
<td>Equivalent Property Damage Only</td>
</tr>
<tr>
<td>PDO</td>
<td>Property Damage Only</td>
</tr>
<tr>
<td>KDE</td>
<td>Kernel Density Estimation</td>
</tr>
<tr>
<td>SPF</td>
<td>Safety Performance Function</td>
</tr>
<tr>
<td>OLS</td>
<td>Ordinary Least Square</td>
</tr>
<tr>
<td>AIC</td>
<td>Akaike Information Criterion</td>
</tr>
<tr>
<td>K-BP</td>
<td>Koenker’s studentized Breusch-Pagan</td>
</tr>
</tbody>
</table>
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