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Abstract. In this paper, a new model is developed considering diversity of service in
service centers location problem. It is assumed that di�erent services can be provided at
each service center. The model has three objective functions including: minimizing the
sum of customers travel time and waiting time in service centers, balancing service loads
among the given centers, and minimizing the total establishment costs of service centers
and assignment costs of servers. Di�erent number of servers can be assigned to each
service center. Regarding the allocation of customers to the service centers, each customer
patronizes with respect to the distance to the center, the attractiveness of each service
center's site for the customer and the number of located servers at the service center. Since
the proposed model is of nonlinear integer programming type and is of high complexity in
solving, two meta-heuristic based heuristics using Particle Swarm Optimization (PSO) and
Variable Neighborhood Search (VNS) are proposed in order to solve the problem. Di�erent
sizes of numerical examples are designed and solved in order to compare the e�ciency of
the heuristics.
c 2015 Sharif University of Technology. All rights reserved.

1. Introduction

Location problems generally deal with �nding the
location of one or more facilities in such way as to
minimize the establishment and transportation costs
or to maximize the market share, reliability and so on.
One of the attractive problems in location is service
centers location problem. Most of the traditional
location problems assumed customers demand to be
constant such as the well-known p-median problem
proposed by Hakimi [1]. Service center location
problem belongs to the family of congested location
problems in which the inter-arrival time of customers
and service times are assumed to be stochastic; the
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commonly considered probability distribution function
for the addressed times is exponential. Application
of such problems are �nding the location of medical
facilities in which the number of medical care sta�s
should be determined at each location, the location
of post o�ces, and the location of bank branches and
\Automatic Teller Machines (ATMs)".

Berman et al. [2] propose a heuristic algorithm
in order to solve the service centers location problem
considering that the servers are of an M/G/1 queuing
system. Berman et al. [3] developed the given heuristic
in order to �nd the optimal location of a set of p
servers in congestion networks. Marianov and Serra [4]
formulated several maximal coverage models and de-
veloped heuristics to solve the problems; an important
constraint of the given models is that nobody stands
on line for a time longer than a given time limit.

Formulation of service centers location problem
while, at most, one server can be located at each po-
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tential location is given in [5,6]; the system is modeled
as an M/M/1 queuing system. The objective is to min-
imize the sum of travel time and average waiting time
of all customers. Berman and Drezner [7] generalized
their research and introduced multiple servers location
problem in a stochastic environment. Multiple servers
are allowed to be located at each potential location;
the system is modeled as an M/M/m queuing system.
Aboolian et al. [8] proposed a model in which one or
more servers are allowed to be located at each potential
location, but the objective is to minimize the maximum
travel time plus the average waiting time spent at the
service facility for all customers.

Bo�y et al. [9] presented a review of congestion
location problems with immobile servers. However,
there is an excellent coverage of the mobile servers
location problem by Berman and Krass [10]. The given
model in this paper is concerned with immobile servers.
Drezner and Drezner [11] introduced new models on
multi-server location problem with gravity. They
assumed that each customer patronizes each facility
with respect to distance and the attractiveness of each
service center's site. The objective is to minimize the
sum of travel time and average waiting time spent
at the service centers for all customers. Pasandideh
and Niaki [12] proposed a bi-objective facility location
problem within M/M/1 queuing framework based on
the p-median problem. They used the desirability func-
tion technique and Genetic Algorithm (GA) to solve
the problem. Seifbarghy et al. [13] proposed a model
for service centers location problem within M/M/m
queuing system framework; the objective is to minimize
the average queue length. Allocation of customers to
service centers is made considering distance and the
number of servers at each service center. Pasandideh
et al. [14] proposed a three-objective model with batch
arrivals to service centers. They converted this model
into a single-objective one using the LP-metric method
and then solved it using GA and Simulated Annealing
(SA) algorithms.

Konur and Geunes [15] formulated a model on
location decisions for competitive �rms serving a set
of markets. Firms incur �rm-speci�c transportation,
congestion, and location costs, and market price is
linear and decreasing with the amount shipped to the
markets by all �rms.

Lakshmi and Iyer [16] proposed a review paper
regarding the contributions and applications of queuing
theory in the �eld of health care management problems.
This review has proposed a classi�cation of health care
problems, which are modeled using queuing models.
Jouzdani et al. [17] proposed dynamic dairy facility
location and supply chain planning through minimizing
the costs of facility location, tra�c congestion and
transportation of raw/processed milk and dairy prod-
ucts under demand uncertainty.

Vidyarthi and Jayaswal [18] proposed a nonlinear
model on location-allocation problem considering the
e�ects of congestions and queuing delays. The problem
seeks to simultaneously locate service facilities, equip
them with appropriate capacities, and allocate user
demand to these facilities in such a way as to minimize
the total system costs. Wang et al. [19] proposed
queuing problems of bulk arrival and service with the
balking and reneging behavior of customers. This
study formulates queues of this type using compound
Poisson processes and determines some key probabilis-
tic measures.

In all the aforementioned researches, it is assumed
that only one type of service is provided at each service
center. Most service centers provide di�erent types of
services. For example, di�erent types of fuels such as
regular petrol, super petrol and gasoil may be o�ered
in a petrol station. In a clinic, there are a number
of doctors with di�erent expertise. Di�erent services
di�er from each other in some criteria such as service
rate, demand rate, cost and number of servers. Another
issue is balancing the service load among servers in
order to prevent both from the huge congestion at a
service center and idleness of servers.

In this research, a new model on service centers
location with service diversity is proposed. The model
is of three objective functions including: minimizing
the customers' travel time to service center and waiting
time while receiving service, balancing service load
among di�erent centers, and minimizing the location
costs of service centers beside the assignment costs
of servers. A major assumption is the possibil-
ity of assigning di�erent number of servers to each
service center. On allocating customers to centers,
a fraction of customers with respect to distance to
centers, the attractiveness of service centers site and
the number of servers at the centers patronize the
favorite center in order to receive service. Two meta-
heuristic based heuristics including Particle Swarm Op-
timization (PSO) and Variable Neighborhood Search
(VNS) are developed to solve the addressed prob-
lem.

The rest of this paper is structured as follows:
notation and problem formulation are presented in
Section 2. In Section 3, the aforementioned heuristics
are presented. Some numerical examples are designed
in order to evaluate the e�ciency of the proposed
heuristics. The results are given in Section 4. Con-
clusions and suggestions for further research are given
in Section 5.

2. Problem de�nition and assumptions

The system under study is a network where arcs are
the possible paths between nodes and the nodes are
the demand points, which are also candidate locations
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for locating service centers. The following assumptions
are considered:

� The service request of each demand point follows an
independent Poisson process;

� Each service center has at least one server with
exponential service time;

� Each service center may present di�erent types of
services, which are independent from each other;

� Each service center behaves as an M/M/mk
j queue

system (k and j represent the service type and
location, respectively).

2.1. Notation and problem formulation
The notations used in this model are as follows:
i Index of demand nodes;
j Index of candidate locations for

locating service centers;
k Index of service types;
N Set of network nodes;
M Set of di�erent types of services;
P k Total number of the servers of type k

(k 2 M) which should be located at
service centers;

fj Fixed cost of locating a new service
center at node j (j 2 N);

Aj Attractiveness rate of node j for the
customers of demand points;

ckj Fixed operating cost of a server of type
k at node j;

hki Demand rate of service of type k at
node i (i 2 N);

wkj Average waiting time of customers
while receiving service of type k at
node j;

�kj Arrival rate of customers at each
service center j in order to receive
service of type k;

�k Service rate of a server of type k;
v Speed of a customer when moving to

receive a service at a service center;
dij Distance between nodes i and j;
tij Travel time between nodes i and j;

xkij The probability of a customer at node
i patronizing a service center at node j
for service of type k;

R Maximal productivity rate considered
for all types of services at each service
center (0 < R < 1);

 Constant parameter of the distance
exponential function;

mk
j Integer decision variable, which

represents the number of servers of
type k located at node j;

yj Binary decision variable, which
represents locating or not locating a
service center at node j.

Based on the de�nition given for hki and given the
fact that demand generation process at each node is
Poisson, the demand rate at node j can be obtained
by:

�kj =
X
i2N

hki x
k
ij ; 8 j 2 N; 8 k 2M: (1)

As mentioned earlier, three factors including travel
time to service centers, the attractiveness of the service
centers site and the number of servers at the centers
inuence customer's behavior while choosing a service
center. The probability xkij of a customer at node i
chooses a service center at node j, for service of type k
can be de�ned as:

xkij =
mk
jAje�tijP

j2N mk
jAje�tij

;

8 i; j 2 N; 8 k 2M: (2)

The constant parameter  is assumed to be computed
as �

�
p

6
, where � is the standard deviation in \taste"

of the customers as given by McFadden in [20]. If 
turns out to be a big value, all customers at a demand
node will usually patronize the same service center. As
 decreases, the dispersion in service centers selection
increases, which means that customers at the demand
node i will not always choose the service center located
at the same node. This may happen because of the
customers' access to some types of information or the
customers' experience of the congestion at the service
center located at the same node. Furthermore, the
average waiting time for getting service of type k at
node j in an M/M/mk

j queuing system is as follows [21]:
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�
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8 j 2 N; 8 k 2M: (3)
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One of the major contributions of the proposed model
is balancing the service load at the service centers.
The di�erence between the real demand rate of service
of type k at node j (�kj ) and the estimated average

demand rate of the same service (
P
i2N hki
Pk )(mk

j ) is
proposed for this purpose noting that the statement�P

i2N hki
Pk

�
gives the average demand rate at each

server of type k.
The proposed model can be stated by the follow-

ing equations:

minZ1 =
X
k2M

X
j2N

X
i2N

�kj tij +
X
j2N

X
k2M

�kjw
k
j ; (4)

minZ2 =
X
j2N

X
k2M

 
�kj �

 P
i2N hki
P k

!
(mk

j )

!2

; (5)

minZ3 =
X
j2N

X
k2M

(fjyj + ckjm
k
j ): (6)

S.t.:

�kj =
X
i2N

hki x
k
ij ; 8 j 2 N; 8 k 2M; (7)

X
j2N

mk
j = P k; 8 k 2M; (8)

xkij =
mk
jAje�tijP

j2N
mk
jAje�tij

;

8 i; j 2 N; 8 k 2M; (9)
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�k
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;

8 j 2 N; 8 k 2M; (10)

tij =
dij
v
; 8 i; j 2 N; (11)

�kj
ukmk

j
� R; 8 j 2 N; 8 k 2M; (12)

mk
j � P kyj ; 8 j 2 N; 8 k 2M; (13)X

k2M
mk
j � yj ; 8 j 2 N; (14)

mk
j � 0; Integer; 8 j 2 N; 8 k 2M; (15)

yj 2 f0; 1g; 8 j 2 N: (16)

The �rst objective function in Eq. (4) represents the
sum of travel time of customers to service centers and
waiting times of customers at service centers. Eq. (5)
gives the second objective function, which balances the
service load at service centers. The third objective
function given by Eq. (6) minimizes the sum of �xed
costs of locating service centers and operation of the
servers. Eq. (7) gives the demand rate of service of
type k at each service center located at node j. Eq. (8)
ensures the predetermined number of servers of each
service type to be located at the nodes. Eq. (9) gives
the probability of choosing a service center located
at node j in order to receive a service of type k by
customer at node i. Eq. (10) presents the average
waiting times of customers, while receiving service of
type k at node j. Eq. (11) gives the formulae of
computing travel time from node i to node j. Eq. (12)
ensures the productivity rate of service to be less than
or equal to its maximal value at each service center
for each service type. Eq. (13) implies that assigning
a server to a given node must be done after selecting
the node as a service center. Eq. (14) guarantees that
at least one server is located at a given service center.
Eqs. (15) and (16) indicate the status of the decision
variables.

2.2. Converting the multi-objective model
One of the most widely used techniques for solving
multi-objective optimization problems is LP-metric. In
order to transform the given three-objective model into
a single one, the di�erences between each objective
function and the corresponding optimum value are
minimized as follows [22]:

minZ(x) =

" QX
i=1

�
�i
����zi(x)� z�i
zî � z�i

�����p# 1
p

; (17)

where z�i and zî represent the optimum and worst
values of the ith objective functions subject to the given
constraints, respectively; �i represents the weight of
objective function i, and Q is the number of objective
functions. Considering P = 1, the single objective
function for the current model will be equal to a
Min-Max problem with objective function of � as in
Relations (18) to (21) adding with Constraints (7)-(16).

minZ = �; (18)
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s.t.:

� � �1

���� z1 � z�1
z1̂ � z�1

���� ; (19)

� � �2

���� z2 � z�2
z2̂ � z�2

���� ; (20)

� � �3

���� z3 � z�3
z3̂ � z�3

���� : (21)

It should be noted that �1 + �2 + �3 is equal to one. It
is proven that di�erent values of �1, �2 and �3 lead to
generating e�cient solutions of the initial model.

3. Solution algorithms

Since the problem belongs to nonlinear integer pro-
gramming (NLIP) problems, using the common solu-
tion methodologies will be time-consuming, especially
when the problem size increases. This is the reason why
we propose two meta-heuristic-based heuristics to solve
the addressed problem. There are several examples in
which such heuristics are proposed for NLIP. Aboolian
et al. [8] and Drezner and Drezner [11] used meta-
heuristic algorithms for solving service centers location
problem including PSO and VNS.

3.1. Solution representation
We present a given solution by a matrix with M rows
and N columns. Each column represents a potential
location and each row represents a type of service. Each
element of the matrix represents the number of servers
of the corresponding service type and location. For
example in Figure 1, considering M = 3 and N = 4,
the solution matrix indicates that service centers are
located at all potential locations except for the second
one.

3.2. Particle swarm optimization algorithm
Initially, PSO was introduced by Kennedy and Eber-
hart [23] as a member of swarm intelligence techniques.
PSO is a population based search algorithm founded
on the simulation of the social behavior of birds, bees
or a school of �shes. PSO can be easily implemented
and has been useful for solving a great number of
problems [24].

Initially, a swarm of particles with random po-
sitions and velocities are generated. The velocity and
position of all particles are updated based on the inertia
of direction, personal best experience and global best
experience of swarm.

Figure 1. A sample solution of the problem.

The velocity and position of each particle can be
stated as in :

~vk+1 =~wk:~vk + ~c1:~r1: (~p1 � ~xk)

+ ~c2:~r2: (~p2 � ~xk) ; (22)

~xk+1 = ~xk + ~vk+1: (23)

The sign point (.) in the aforementioned Eq. (22)
represents the multiplication of the element by element
of the vectors. Parameter ~wk represents inertia coe�-
cient, which is attributed to the current position of each
particle. Parameter ~c1 represents the coe�cient, which
is attributed to the personal best position of each par-
ticle. Vector ~p1 represents the particle's best position
found so far. Parameter ~c2 represents the coe�cient,
which is attributed to the global best position of swarm.
Vector ~p2 represents the best known position found by
any particle in the swarm so far. Coe�cients ~r1 and ~r2
are considered as random numbers with values between
0 and 1. Index k represents the current iteration and
~vk and ~xk represent the velocity and position of each
particle in kth iteration. It should be noted that the
inertia coe�cient at each iteration is obtained as :

~wk+1 = ~wk � wdamp; (24)

in which, wdamp is the reduction coe�cient of inertia.
Since the large inertia coe�cient (wk) in Eq. (22) is
used for global search and small inertia coe�cient is
used for local search, it is better to gradually reduce the
value of inertia coe�cient. In this way, search is done
globally at �rst, and then gradually goes towards local
search. In this paper, the reduction coe�cient of inertia
(wdamp) is assumed as one of the input parameters of
the PSO algorithm [25].

The general outline of the proposed PSO-based
heuristic is as follows:

Step 1. Initialization: Generate swarm of particles
with random velocities and positions;

Step 2. Evaluation: Compute �tness value (objec-
tive function) for each particle;

Step 3. Comparison: For each particle, compare
its �tness value with its best �tness value
obtained from previous iterations (the �tness
value of personal best experience). If the
new position has a better �tness value, per-
sonal best experience is replaced with the new
position. Furthermore, compare the �tness
value of each particle with the best �tness
value of the swarm obtained from the previ-
ous iteration (the �tness value of global best
experience). If the particle is of better �tness
value, global best experience is replaced with
the particle's position;
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Step 4. Convergence: Stop algorithm if no improve-
ment occurs in several successive iterations,
otherwise go to Step 5;

Step 5. Updating: Calculate new inertia coe�cient,
velocity and position of each particle from
Eqs. (22), (23) and (24) and go to Step 2.

3.3. Variable neighborhood search algorithm
VNS was introduced by Hansen and Mladenovic'
in [26]. VNS is a recent meta-heuristic algorithm,
based on systematic changes in neighborhood struc-
tures. Finding solutions with high quality within
reasonable time and beside the simplicity are of major
characteristics of this algorithm.

The idea of VNS is based on the neighborhood
structure changes during the search process. The
�rst step in VNS algorithm is to de�ne neighbor-
hood structures for generating neighborhood solutions.
Then, VNS utilizes two main phases including shake
procedure and local search. Shake procedure as an
innovation process is used for local search loop in order
to prevent from falling in local optimum.

The general outline of the proposed basic VNS-
based heuristic is as follows:

Step 1. Selection of neighborhood structures: Se-
lect the set of neighborhood structures;

Step 2. Initialization: Generate an initial solution
randomly and let it as the best solution. Then,
start from �rst neighborhood structure and
�rst iteration;

Step 3. Shake procedure: Generate a neighbor solu-
tion for best solution by the kth neighborhood
structure;

Step 4. Local search: Generate neighbor solutions for
solution produced in Step 3 by kth neighbor-
hood structure. Perform a local search and �nd
the best solution;

Step 5. Comparison: Compare the solution obtained
from local search in Step 4 with the best
solution; if it is better than best solution,
replace it with the best solution; then, continue
with new best solution and �rst neighborhood
structure from Step 3. If it is not better than
best solution, go to the second neighborhood
structure from Step 3. Continue this process
until all neighborhood structures are checked
and no improvement occurs in best solution,
then go to Step 6;

Step 6. Convergence: Stop algorithm if no improve-
ment occurs in several successive iterations,
otherwise go to Step 7;

Step 7. Updating: Go to the next iteration of
the algorithm starting from Step 3 and �rst

neighborhood structure with the best solution
found.

The local search method that is used in VNS algorithm
is simple local search. At this method, a number of
neighbor solutions are generated by each neighborhood
structure, and then the best solution is selected.

In the proposed VNS-based heuristic, each so-
lution is represented as Figure 1. Initially, eight
neighborhood structures are de�ned by operational
structures such as exchanging two columns, reversing
the orders of rows' elements, inserting the total of all
row's elements in a column. For example, if M = 3
and N = 4, then Figure 2 illustrates eight de�ned
neighborhood structures. For better performance and
shorter execution time in algorithm, a certain number
of neighborhood structures of these eight neighborhood
structures were selected in order to implement the
algorithm. The way to select e�ective neighborhood
structures and the corresponding orders in VNS algo-
rithm will be described in the next sections.

3.4. Penalty function
In the presence of the constraints of the given model,
a number of generated solutions may be infeasible. We
use penalty function in order to tackle the addressed
problem. When a solution is feasible, the penalty value
will be zero, otherwise, it will be considered as a non-
zero value. According to general form of constraints as
g(x) = b, the penalty value of a solution is given as
in [27]:

p(x) = U �max
��

g(x)
b
� 1
�
; 0
�
; (25)

where P (x), U and g(x) represent the penalty value
of solution x, a large number and the addressed
constraint, respectively. We consider normalization
policy within penalty function framework in order to
normalize all constraints.

4. Numerical examples and the results

Initially, we design numerical examples; then, the
major parameters of the PSO based heuristic are tuned.
We also de�ne the neighborhood structures of the
VNS based heuristic. The numerical examples with
three di�erent sizes are solved using the two heuristics
and the results are analyzed in order to asses the
performance of the given heuristics.

Both the corresponding algorithms of the heuris-
tics are coded in MATLAB 7.11 (R2010b) and we run
each iteration of the program on a laptop with a 4 GB
of RAM and 2.30 GHz processor.

4.1. Designing numerical examples
Numerical examples with three di�erent sizes of small,
medium and large are designed in which the number of
service types and demand nodes are as in Table 1.
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Figure 2. Neighborhood structures for the basic VNS algorithm.

Table 1. Structure of the numerical examples with small,
medium and large sizes.

Problem
size

Number of
service types

(M)

Number of
demand nodes

(N)

Small 2 10

Medium 5 50

Large 10 100

The input parameters' values of the numerical
examples are given as in Table 2. The values of P k
(8 k 2 M) are given in three parts from left to right
for small, medium and large sizes, respectively. The
numerical examples are generated randomly so that
most of the parameters' values are originated from [14].
Furthermore, we let parameter R take value of 0.9; this
can be a reasonable value for the maximal productivity
rate. We have uniformly generated Aj values from the
interval of [0,1]; this can also be a reasonable interval
for the attractiveness rate. The value of  takes 1
according to [28].

4.2. Tuning the parameters of the PSO
In this section, we use Response Surface Method
(RSM) in order to tune the PSO parameters. RSM

Table 2. Input parameters' values of the numerical
examples.

Parameter Parameter's values
hki Uniform [1,15]
�k Uniform [50,80]
dij Uniform [50,100]
V 10
fj Uniform [100,500]
ckj Uniform [1,9]

P k
Discrete uniform [4,7]

Discrete uniform [20,30]
Discrete uniform [50,60]

Aj Uniform [0,1]
R 0.9
 1

�1; �2; �3 0.5, 0.2, 0.3

is a mathematical tool for modeling and analyzing
of problems in which several independent variables
a�ect a dependent variable (response), and we aim to
optimize the response. The �rst step in RSM is to
determine a suitable estimation for the response. This
can be suggested by [29]:

y = f(x1; x2; � � � ; xk) + er: (26)
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Function f is called surface (function) response be-
tween the response variable y and independent vari-
ables x1; x2; � � � ; xk of k quantitative factors. The
additional er measures the experimental errors. We
de�ne two levels of high and low for the di�er-
ent parameters of the algorithm as in Table 3 in
which, nPop represents the number of particles in the
swarm. The addressed levels is obtained by try and
error.

Moreover, the type of experimental design is
cubic and we use Central Composite Designs (CCD)

for the experiments; therefore, the distance � of the
axial points from the design center to generate a face-
centered design is utilized with � = 1. Furthermore, we
consider cube points, since the factors setting represent
the cube points in the design [30].

The CCD used in this research, is the design
of fractional in which we have 2k�p factorial points,
2k axial points and 5 center points; k represents the
number of factors and is equal to 5. Considering p = 1,
there are 31 combinational runs of experiments. The
results for medium size are given as in Table 4. The

Table 3. High and low levels of input parameters of the PSO for di�erent size problems.

Problem size Level nPop W wdamp C1 C2

Small Low 10 0.4 0.9000 2 2
High 30 0.9 0.9999 4 4

Medium Low 20 0.4 0.9000 2 2
High 40 0.9 0.9999 4 4

Large Low 30 0.4 0.9000 2 2
High 50 0.9 0.9999 4 4

Table 4. Input parameters and response values for the medium size problems.

Row Design point nPop w wdamp C1 C2 Z (response)
1 Factorial 10 0.40 0.9000 2 4 0.0263
2 Factorial 30 0.40 0.9000 2 2 0.0275
3 Factorial 10 0.90 0.9000 2 2 0.0276
4 Factorial 30 0.90 0.9000 2 4 0.0299
5 Factorial 10 0.40 0.9999 2 2 0.0249
6 Factorial 30 0.40 0.9999 2 4 0.0247
7 Factorial 10 0.90 0.9999 2 4 0.0253
8 Factorial 30 0.90 0.9999 2 2 0.0232
9 Factorial 10 0.40 0.9000 4 2 0.0176
10 Factorial 30 0.40 0.9000 4 4 0.0228
11 Factorial 10 0.90 0.9000 4 4 0.0250
12 Factorial 30 0.90 0.9000 4 2 0.0232
13 Factorial 10 0.40 0.9999 4 4 0.0224
14 Factorial 30 0.40 0.9999 4 2 0.0218
15 Factorial 10 0.90 0.9999 4 2 0.0204
16 Factorial 30 0.90 0.9999 4 4 0.0265
17 Axial 10 0.65 0.9500 3 3 0.0253
18 Axial 30 0.65 0.9500 3 3 0.0170
19 Axial 20 0.40 0.9500 3 3 0.0213
20 Axial 20 0.90 0.9500 3 3 0.0215
21 Axial 20 0.65 0.9000 3 3 0.0247
22 Axial 20 0.65 0.9999 3 3 0.0203
23 Axial 20 0.65 0.9500 2 3 0.0225
24 Axial 20 0.65 0.9500 4 3 0.0243
25 Axial 20 0.65 0.9500 3 2 0.0241
26 Axial 20 0.65 0.9500 3 4 0.0207
27 Center 20 0.65 0.9500 3 3 0.0209
28 Center 20 0.65 0.9500 3 3 0.0258
29 Center 20 0.65 0.9500 3 3 0.0232
30 Center 20 0.65 0.9500 3 3 0.0239
31 Center 20 0.65 0.9500 3 3 0.0225
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result of each experiment (Response) is the average of
�ve iterations.

The same procedure is done for the small and
large size problems. Then, the Regression equations
are estimated for the three sizes considering the results.
The Regression equations for small, medium and large
size problems are given as in Eqs. (27)-(29), respec-
tively:

RPSO-Small = �1:43594 + 0::00272nPop

+ 0:22310w + 3:14469wdamp� 0:07211c1

� 0:00794c2 + 0:00007nPop2 � 0:03436w2

� 1:62646wdamp2 + 0:00029c21 + 0:00250c22

+ 0:00072nPop� w � 0:00504nPop� wdamp
� 0:00017nPop� c1 � 0:00036nPop� c2
� 0:18704w � wdamp� 0:00196w � c1
� 0:00557w � c2 + 0:06285wdamp� c1
� 0:00575wdamp� c2 + 0:00386c1 � c2; (27)

RPSO-Medium = 0:329809� 0:000002nPop

+ 0:019435w � 0:514096wdamp� 0:029017c1

� 0:013725c2 � 0:0000077nPop2 � 0:007358w2

+ 0:232338wdamp2 + 0:001497c21 + 0:000488c22

� 0:000205nPop� w + 0:000406nPop� wdamp
+ 0:000093nPop� c1 � 0:000044nPop� c2
� 0:014795w � wdamp+ 0:003705w � c1
+ 0:000207w � c2 + 0:010927wdamp� c1
+ 0:009509wdamp� c2 + 0:001103c1 � c2; (28)

RPSO-Large = �0:303772 + 0:001989nPop

+ 0:093382w + 0:756076wdamp� 0:010714c1

� 0:049036c2 � 0:000015nPop2 � 0:019425w2

� 0:439688wdamp2 � 0:003295c21 + 0:006519c22

� 0:000583nPop� w � 0:000358nPop� wdamp
� 0:000021nPop� c1 � 0:000021nPop� c2

Table 5. Optimal levels of the parameters of PSO for
each problem size.

Problem
size

Swarm
size

(nPop)
w wdamp C1 C2

Small 10 0.9 0.9000 4 2
Medium 20 0.4 0.9999 4 2
Large 30 0.4 0.9000 4 2.9

� 0:050442w � wdamp+ 0:000613w � c1
+ 0:000436w � c2 + 0:028687wdamp� c1
+ 0:008718wdamp� c2 + 0:000708c1 � c2: (29)

Then aforementioned equations are optimized subject
to the de�ned intervals for the input parameters. The
optimal combinations of the parameters are given in
Table 5 for each size.

The stopping criterion for the PSO is considered
getting no improvement for the integrated objective
function value (Z) within 10, 15 and 20 successive
iterations for small, medium and large size problems,
respectively.

4.3. Determining the type and order of
neighborhood structures for VNS
algorithm

Developing neighborhood structures is of an important
e�ect on the performance of the VNS [26]. Initially,
eight di�erent neighborhood structures, which are in-
dicated in Figure 2, are proposed. Then, based on
the given structures, we run the program for each
numerical example as �ve times, taking into account
all the neighborhood structures and the given orders
in Figure 2. The average of the integrated objective
function value (Z) for �ve runs turns out to be 0.0386
with solution time 4.8453 seconds for small size, 0.0125
with solution time 283.7753 seconds for medium size,
and 0.0112 with solution time 3573.6304 seconds for
large size problems. One neighborhood structure is
eliminated for each problem size, alternatively. The
solution is obtained for the both cases of with and
without a neighborhood structure. The di�erence
between two solutions is calculated and is illustrated
in Table 6. If the di�erence is zero or less than zero,
that neighborhood structure is removed; otherwise, the
neighborhood structures is arranged in order to obtain
the greatest to least positive di�erences. It should be
noted that each solution is the average of �ve run times.

From Table 6, neighborhood structures 1 and 5
for small size, neighborhood structures 2, 4 and 8
for medium size and neighborhood structures 1, 2,
4 and 7 for large size are removed according to the
given procedure, since there is no improvement or
negative di�erence in the integrated objective function
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Table 6. Computational results to determine the type and order of neighborhood structures for the VNS.

Problem
size

The number of
neighborhood

structures
for eliminating

Integrated objective
function values

(Z) obtained from
eliminating a
neighborhood

structure

Integrated objective
function values
(Z) obtained
from all eight
neighborhood

structures

Di�erence
between two

solutions

Small

1 0.0360 0.0386 -0.0026
2 0.0405 0.0386 0.0019
3 0.0454 0.0386 0.0068
4 0.0432 0.0386 0.0046
5 0.0383 0.0386 -0.0003
6 0.0462 0.0386 0.0076
7 0.0409 0.0386 0.0023
8 0.0434 0.0386 0.0048

Medium

1 0.0135 0.0125 0.0010
2 0.0092 0.0125 -0.0033
3 0.0162 0.0125 0.0037
4 0.0107 0.0125 -0.0018
5 0.0940 0.0125 0.0815
6 0.0216 0.0125 0.0091
7 0.0201 0.0125 0.0076
8 0.0122 0.0125 -0.0003

Large

1 0.0110 0.0112 -0.0002
2 0.0094 0.0112 -0.0018
3 0.0119 0.0112 0.0007
4 0.0098 0.0112 -0.0014
5 0.0472 0.0112 0.0360
6 0.0114 0.0112 0.0002
7 0.0110 0.0112 -0.0002
8 0.0145 0.0112 0.0033

value (Z). Other neighborhood structures are arranged
in order of descending di�erence values. Thus, the
arrangement of neighborhood structures for the VNS
are as follows:

For the small size:
Neighborhood structure 6! neighborhood structure 3
! neighborhood structure 8 ! neighborhood struc-
ture 4 ! neighborhood structure 7 ! neighborhood
structure 2;

For the medium size:
Neighborhood structure 5! neighborhood structure 6
! neighborhood structure 7 ! neighborhood struc-
ture 3 ! neighborhood structure 1;

For the large size:
Neighborhood structure 5! neighborhood structure 8

! neighborhood structure 3 ! neighborhood struc-
ture 6.

The stopping criterion for VNS is considered
getting no improvement on the integrated objective
function value (Z) within 10, 15 and 20 successive
iterations for small, medium and large size problems,
respectively.

4.4. Analysis of results
In this section, numerical examples consisting of ten
small size, ten medium size and ten large size problems,
which are generated randomly, are solved and the
results are analyzed. Furthermore, each problem is
solved for �ve times so that the �nal result is the
average of the run times.

It is necessary to de�ne some criteria to analyze
the solutions in order to assess the performance of the
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given heuristics; in this paper, two criteria including
Relative Percentage Index (RPI) and solution time
are utilized for this purpose. Regarding RPI, having
obtained the solutions of the two heuristics, the best
and the worst solutions, called Bestsol and Worstsol,
are obtained and then, RPI is computed from Eq. (30)
as given by Naderi et al. in [31]:

RPI =
���� Bestsol �Algsol
Bestsol �Worstsol

����� 100; (30)

in which Algsol is the solutions obtained for solving an

instance of each problem. RPI takes value between 0
and 100. Clearly, lower values of RPI are preferred. We
also use solution time as other performance measure
to compare the performance of the heuristics. It is
clear that lower values of time solution are preferred.
Therefore, we compare the heuristics using the given
performance measures for three sizes of problems in-
cluding small, medium and large sizes. Table 7 gives
the results for RPI and solution time for the problems
of the three given sizes. It should be noted that the
solution times are regarding the integrated objective

Table 7. Performance measures results for small, medium and large size problems.

Problem
size

Problem
number

Proposed VNS Proposed PSO
PRI Time (second) PRI Time (second)

Small

1 46.2465 0.7968 17.9048 2.9981
2 24.6578 0.7163 8.1870 3.5192
3 20.0000 0.6250 19.9406 3.6550
4 26.1345 0.7148 20.0000 3.1336
5 62.7325 0.7439 29.6256 3.0383
6 37.5380 0.7860 23.3209 4.1408
7 29.1736 0.7840 1.2645 4.6294
8 58.7099 0.5931 8.3208 2.5058
9 34.6496 0.7633 14.9198 3.6592
10 46.5677 1.0187 10.1124 4.5928

Average 38.6410 0.7542 15.3596 3.5872

Medium

1 39.6331 56.0510 3.6958 121.7189
2 44.4542 81.6468 1.8006 81.9951
3 73.1701 58.4505 37.1754 153.9089
4 56.1810 75.7589 40.8264 87.5870
5 72.2546 64.6167 35.0439 100.3495
6 56.6740 71.0616 19.9877 116.8319
7 67.4515 66.2246 26.2448 93.9695
8 63.3214 57.2004 37.5155 121.0114
9 55.9641 69.7544 15.1105 108.1125
10 38.4036 64.2211 12.5040 113.6038

Average 56.7508 66.4986 22.9905 109.9089

Large

1 61.3471 1039.1484 36.5919 1394.2684
2 68.2506 760.6648 4.4838 905.6184
3 68.4546 1195.6272 13.2063 953.5308
4 52.5654 825.0824 3.5557 1425.4338
5 68.4120 917.9315 7.0129 1775.0087
6 76.5279 1366.8287 5.6881 772.0368
7 77.9441 858.0823 7.6240 2040.0848
8 62.8718 755.2276 4.7663 2234.6916
9 48.9008 799.8815 2.3388 899.5159
10 84.0510 894.2079 16.5409 1780.2962

Average 66.9325 941.2682 10.1809 1418.0485
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Table 8. The values of decision variables and objective functions for a small size problem.

Algorithm name Y M Z1 Z2 Z3 Z

PSO [0 1 0 0 1 0 0 0 1 0]

 
0 2 0 0 2 0 0 0 0 0
0 1 0 0 0 0 0 0 3 0

!
10806.2590 595.6060 1276 0.0660

VNS [1 0 1 0 0 0 0 0 0 0]

 
3 0 1 0 0 0 0 0 0 0
3 0 1 0 0 0 0 0 0 0

!
10527.3580 49.0340 911 0.0427

Figure 3. Time and RPI results for the small size
problems.

Figure 4. Time and RPI results for the medium size
problems.

Figure 5. Time and RPI results for the large size
problems.

function in terms of second unit. The values of
decision variables and objective functions for a small
size problem are given in Table 8 as an instance.

The computational results from each heuristic are
graphically indicated by Figures 3-5 for small, medium
and large size problems regarding the two performance
measures. The convergence diagrams of the proposed
heuristics are indicated as in Figures 6 and 7 for
problem 8 in the medium size as an instance.

The results from solving numerical examples with
di�erent sizes in Table 7 indicate that the VNS based
heuristic outperforms the PSO for all the problems

Figure 6. Convergence diagram of PSO for problem 8 in
medium size.

Figure 7. Convergence diagram of VNS for problem 8 in
medium size.

considering RPI values. Figures 3-5 also con�rms this
statement. The objective functions values in Table 8
indicate that the VNS works better than the PSO. In
all, the VNS gives better solutions; however, the PSO
solves in shorter times.

5. Conclusions and further research

In this paper, a new model in service centers location
with several servers considering service diversity was
proposed. We assumed that di�erent and independent
service types can be given at each service center.
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Service diversity has very important role in locating
service centers, because many real world service centers
provide di�erent service types. Di�erent services di�er
from each other from the viewpoint of waiting time,
service rate, demand for service, e�ciency coe�cient,
cost and number of servers. The di�erences are of great
importance in correct location of service centers and
�nding suitable number of servers. Balancing service
loads among the service centers can prevent either from
huge congestion or from idleness of the servers. In this
research, service centers were located considering the
possibility of establishing di�erent types of services in
a service center with three objective functions including

1. Minimizing the sum of customers' travel and wait-
ing time in service centers;

2. Balancing service loads;

3. Minimizing the locating costs of service centers and
assignment costs of servers.

Customers were assigned to the service centers whose
servers had been assigned before. Customers were
assumed to patronize the favorite service center, con-
sidering closeness, attractiveness and the number of
servers of each service center. Two meta-heuristic
algorithms including PSO and VNS were used in order
to solve a number of numerical examples. The VNS
gives better solutions; however, the PSO solves in
shorter times.

The given model in this research can be applied to
the location of service centers, petrol stations, clinics
and hospitals, terminals, banks and ATMs.

The followings can be considered as future re-
searches:

- Budget constraint can be considered for location of
service centers;

- Other queuing systems can be considered for the
servers;

- Pareto-based multi-objective solution techniques can
be applied;

- Some of the parameters can be considered as fuzzy
numbers such as service and demand rate.
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