Flow and heat transfer characteristics of a viscoelastic fluid over a stretching sheet embedded in a porous medium with meshfree approach
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Abstract. In this article, the flow and heat transfer characteristics in an incompressible, non-Newtonian boundary layer flow of a viscoelastic fluid over a stretching sheet embedded in a porous medium with variable fluid viscosity and thermal conductivity including the effect of viscous dissipation has been examined. The fluid viscosity and thermal conductivity are assumed to be temperature dependent. Unlike the commonly employed thermal conditions of critical and prescribed surface temperature, the present study uses a convective heating boundary condition also along with the prescribed surface temperature condition. The differential equations governing the problem have been transformed by a similarity transformation into a system of non-dimensional differential equations which are solved numerically by Element Free Galerkin Method (EFGM). The effect of various physical parameters like variable fluid viscosity, thermal conductivity, heat source/sink parameter, viscoelastic parameter, porosity parameter, Eckert number, Biot number on velocity, temperature, local skin friction and local heat transfer is studied for both the cases Prescribed Surface Temperature (PST) and Newtonian heating (NH) or convective heating. The present problem finds significant application in chemical engineering, material processing, solar porous wafer absorber systems and metallurgy.
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1. Introduction

The flow and heat transfer problems due to a continuously moving stretching surface through an ambient fluid have large applications in many engineering processes, e.g. aerodynamic extrusion of plastic sheets, the cooling of a metallic plate in a cooling bath, the boundary layer along a liquid film in condensation process, and paper production. In these problems, proper understanding of the flow and heat transfer characteristics of the process is quite essential, as fluid used in cooling process and stretching rate have considerable impact upon the quality of the final product.

The behavior of non-Newtonian fluids has been studied through various models in literature. Although, power-law model can describes the behavior of most of the industrial fluids, it does not incorporate another important feature, e.g., the presence of normal stress differences. This normal stress phenomenon is important in lubrication, where the use of liquid between two surfaces help their separation. The simplest subclass of non-Newtonian fluids, known as second grade fluids is capable of describing the normal stress differences, however, it cannot predict the shear thinning and shear thickening properties. The third-
grade fluid model is a further attempt towards comprehensive description of these properties. Fluids of grade ‘n’, informally known as Rivlin and Ericksen [1] fluids, are capable of describing all the properties of non-Newtonian fluids, such as normal stress difference, shear thickening or shear thinning, stress relaxation, creep, elastic effects and memory effects.

According to Coleman and Noll [2], the model of an incompressible fluid of grade ‘n’, includes an indeterminate pressure term and stress terms which are given by a function of velocity gradient and its higher time derivatives:

\[ \tau(t) = -pI + \sum_{i=1}^{n} S_i. \]  

(1)

For \( n = 2 \), the first two stress tensors \( S_i \) are given as:

\[ S_1 = \mu A_1, \]  

(2)

\[ S_2 = \alpha_1 A_2 + \alpha_2 (A_1)^2. \]  

(3)

\( A_n \) are the Rivlin-Ericksen tensors defined recursively through:

\[ A_1 = (\text{grad} V) + (\text{grad} V)^{pp}, \]  

(4)

\[ A_2 = \frac{d}{dt} A_1 + A_1 \text{grad} V + (\text{grad} V)^{pp} A_1, \]  

(5)

\[ A_n = \frac{d}{dt} A_{n-1} + A_{n-1} \text{grad} V + (\text{grad} V)^{pp} A_{n-1}. \]  

(6)

In these equations, \( V \) is the velocity, \(-pI\) denotes the indeterminate part of the pressure due to the constraint of incompressibility, \( \mu \) is the viscosity, \( \alpha_1 \) and \( \alpha_2 \) are the normal stress moduli, \( \beta_1, \beta_2 \) and \( \beta_3 \) are material moduli which resemble shear dependent viscosity.

In Coleman and Noll model [2], the sign of the material constants \( \alpha_1 \) and \( \alpha_2 \) is a controversial issue, as discussed by Dunn and Rajagopal [3]. Generally, in the literature, the fluids which satisfies Eq. (3), with \( \mu > 0, \alpha_1 \geq 0, \alpha_1 + \alpha_2 > 0 \), are known as second grade fluids. But, for many of the non-Newtonian fluids of rheological interest, the experimental results for \( \alpha_1 \) and \( \alpha_2 \) do not satisfy these restrictions. Then, to describe the behavior of such fluids, Fosdick and Rajagopal [4] have found another class of fluids satisfying the relation \( \mu > 0, \alpha_1 \leq 0 \) and \( \alpha_1 + \alpha_2 \neq 0 \). These fluids are classified as second order fluids. The normal stress effect arises mainly due to elastic nature of the fluid. Walter’s liquid B model represents first order approximation for elasticity, i.e. for short or rapidly fading memory fluids. Beard and Walters [5] and Astin et al. [6] developed the boundary layer equations for a modified Oldroyd-B fluid model and the model was solved numerically to study stagnation point flow. The mentioned model is extended to the flow of viscoelastic fluid past a stretching sheet incorporating different physical situations [7]. Rajagopal et al. [8] obtained similarity solutions for flow of a second-order fluid past a stretching sheet with small viscoelastic parameters. Abel et al. [9] studied the non-Newtonian viscoelastic boundary layer flow of Walters’ Liquid B past a stretching sheet, taking account of non-uniform heat source and frictional heating.

In all these studies, physical properties of the fluid are considered constants, however, there are some realistic fluids for which viscosity shows a pronounced variation with temperature. Lubricating fluids are such type of fluids in which heat is generated by internal friction and the corresponding rise in the temperature affects the viscosity of the fluid. Hence, the fluid viscosity may no longer remains constant. The effect of variable viscosity and thermal conductivity on MHD viscoelastic fluid flow was analyzed by Prasad et al. [10] and Salem [11]. In these studies, fluid viscosity is considered to vary as an inverse and linear function of temperature.

The study of non-Newtonian fluid flow through porous medium is very important in many industrial applications [12]. In some particular polymer solutions, better volumetric sweep efficiency is achieved in oil displacement mechanism while injected into oil reservoir. Abel and Veena [13] studied the flow and heat transfer characteristics in viscoelastic boundary layer flow in porous medium over a stretching surface. Khani et al. [14] obtained analytical solution for heat transfer of a third grade viscoelastic fluid in non-Darcy porous media with thermo-physical effects. However in these studies, the viscous dissipation term in thermal boundary layer equation is taken as \( \mu (\partial u / \partial y)^2 \), but Al-Hadhrami et al. [15] and Pantokratoras [16] reported that for flow in porous medium, terms of viscous dissipation should be \( \mu (u^2 / k_p + (\partial u / \partial y)^2) \). Hence, this fact is taken care of in the present study.

In all the above investigations, heat transfer characteristics are examined only for Prescribed Surface Temperature condition (PST), Critical Wall Temperature condition (CWT), Prescribed Heat Flux condition (PHF) and Critical Heat Flux condition (CHF). Heat transfer due to convective boundary conditions was analyzed by Ishak [17], and Makinde and Aziz [18] for simple viscous fluids. Further, Makinde and Aziz [19] extended their work to boundary layer flow of a nanofluid past a stretching sheet with convective boundary condition. In the present study, the behavior of a viscoelastic fluid flow over a stretching sheet embedded in a Darcy porous medium, with variable viscosity and thermal conductivity, has been studied. Heat transfer is considered due to Prescribed Surface
Temperature (PST) and convective boundary conditions or Newtonian Heating (NH).

The mathematical model of the problem has been quite complex due to variable viscosity and modified viscous dissipation terms whose analytical solution is very difficult; therefore numerical technique, EFGM, has been used as a tool to solve the coupled nonlinear partial differential equation governing the flow. Element free Galerkin method has already been successfully employed to solve various problems of heat transfer [20,21].

2. Mathematical model

2.1. Flow analysis

Consider a steady, laminar and two-dimensional flow of an incompressible second order fluid through a porous medium in the presence of viscous dissipation, past an impermeable long continuous stretching sheet. The sheet is coinciding with the plane y = 0 and the flow being confined to y > 0, as shown in Figure 1. The flow is generated by stretching of an elastic sheet from a slit by two equal and opposite forces in such a way that the origin is fixed and velocity of the sheet is varying linearly with the distance from the slit.

In this two-dimensional model, origin is located at the slit, through which the sheet is drawn through the fluid medium and x and y axes are taken as the coordinates along the sheet and normal to it, respectively. Further u and v are the velocity components along the x and y directions respectively. In x direction, the fluid is moving with velocity u equal to the velocity of the solid surface, whereas at increasing distance from the surface, the fluid velocity is approaching to zero asymptotically. With the usual boundary layer approximation, the governing equations for momentum transfer in Walter’s liquid-B model [5,6], in the presence of variable fluid properties (fluid viscosity), take the following from:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \quad (7)
\]

\[
\frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} = \frac{1}{\rho \infty} \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right) - k_0 \left( \frac{\partial^2 u}{\partial x \partial y^2} + \frac{\partial u}{\partial x} \frac{\partial^2 u}{\partial y^2} + \frac{\partial u}{\partial y} \frac{\partial^2 u}{\partial x \partial y} - \frac{\partial u}{\partial x} \frac{\partial u}{\partial y} \right)
\]

\[
- \frac{\mu u}{\rho \infty k_p}. \quad (8)
\]

The last two terms on the right hand side of the momentum equation designate the Darcian bulk impedance. All the fluid properties are assumed to be isotropic and constant, except for the thermal conductivity and fluid viscosity. Fluid viscosity, \( \mu \), is assumed to vary as an inverse and linear function of temperature, T, as proposed in [10,11]:

\[
\frac{1}{\mu} = \frac{1}{\mu \infty} [1 + \gamma (T - T \infty)]. \quad (9)
\]

Eq. (9) can be rewritten as:

\[
\frac{1}{\mu} = a (T - T_r),
\]

where:

\[
a = \frac{\gamma}{\mu \infty} \quad \text{and} \quad T_r = T \infty - \frac{1}{\gamma}. \quad (10)
\]

Here \( a \) and \( T_r \) both are constants and their values depend upon the reference state and the thermal property of the fluid, i.e. \( \kappa, T \infty \) and \( \mu \infty \) are temperature and coefficient of viscosity, respectively far away from the sheet. In general \( a > 0 \) (i.e. \( \gamma > 0 \)) corresponds to liquid and \( a < 0 \) (i.e. \( \gamma < 0 \)) for gases. Another constant, \( \theta_r \), is defined as [22]:

\[
\theta_r = \frac{T_r - T \infty}{T_w - T \infty} = - \frac{1}{\gamma (T_w - T \infty)}. \quad (11)
\]

From the above analysis of \( \gamma \), it can be easily observed that \( \theta_r \) is negative for liquids and positive for gases. Also from Eq. (11), \( \theta_r \to \infty \) implies either \( \gamma \) or temperature difference \( (T_w - T \infty) \) is negligibly small, and for \( \gamma \to 0 \), from Eq. (9), \( \mu = \mu \infty = \text{constant} \). i.e. the effect of variable viscosity can be neglected and a constant value of viscosity can be assumed throughout the boundary layer.

Now substituting Eq. (9) into Eq. (8), we obtain the system of equations as:

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0. \quad (12)
\]

![Figure 1. Geometry of the problem.](image-url)
\[
\frac{\partial u}{\partial x} + \nu \frac{\partial u}{\partial y} = \frac{1}{\rho \varepsilon_y} \frac{\partial}{\partial y} \left( \frac{\mu_\infty}{1 + \gamma(T - T_\infty)} \frac{\partial u}{\partial y} \right)
\]

\[
-k_0(u \frac{\partial^2 u}{\partial x \partial y^2} + v \frac{\partial^2 u}{\partial y^3} - \frac{\partial u \partial^2 u}{\partial x \partial y^2}) \frac{1}{\rho \varepsilon_y} (1 + \kappa(T - T_\infty)) \frac{u}{k_p}. \tag{13}
\]

2.2. Boundary conditions

The boundary conditions on the velocity field are given as:

\[
u = u_w = bx, \quad v = 0 \quad \text{at} \quad y = 0 \tag{14}
\]

\[
u \to 0, \quad u \to 0 \quad \text{at} \quad y \to \infty. \tag{15}
\]

In Eq. (15), an augmented boundary condition for longitudinal velocity gradient, which implies absence of shear stress in free stream, has been added up following Fosdick and Rajagopal [4]. The momentum equation given in Eq. (13) is a third order differential equation in \(u\) and without this augmented boundary condition the prescribed boundary conditions on \(u\) are two. Therefore, adherence boundary conditions are insufficient to determine unique solution of the above system, and imposition of this boundary condition becomes necessary.

Such kind of mismatching of boundary conditions is reported in literature in most of the boundary flow problems of viscoelastic fluids over moving surfaces. It leads to the non-uniqueness of the solution as suggested by Chang [23]. To overcome this insufficiency of boundary condition, Rajagopal [8], Malaprat and Gupta [7] assumed the solution as series expansion of the dependent quantity up to the first order of viscoelastic parameter. They omitted higher order terms of \(k_0^2\) and \(k_1^2\), as in the case of boundary layer flow of viscoelastic fluid with short memory; the characteristic time scale associated with the motion is large as compared to the relaxation time of the fluid. This expansion of solution would reduce the order of differential equation by one and makes the order of the governing equation equal to the number of prescribed boundary conditions. To facilitate a computational solution and to provide results that hold good for any scale of parameter, we choose the boundary conditions as given in Eqs. (14) and (15).

2.3. Transformation of the model

For non-dimensionalization of system of equations (12)-(14), the following transformations are used:

\[u = bx f_\eta(\eta), \quad v = -(b\nu_\infty)^{-1/2} f(\eta), \quad \eta = \sqrt{\frac{\nu}{\nu_\infty}} y, \quad \theta(\eta) = \frac{T - T_\infty}{T_w - T_\infty}. \tag{16}\]

By employing these transformations, Eq. (12) is automatically satisfied and Eq. (13) reduces to:

\[
f''_\eta - f f'_{\eta\eta} = \frac{1}{1 - \theta/\theta_r} (f_{\eta\eta\eta} - f_{\eta\eta}) - k_1 (2 f f_{\eta\eta} - f_{\eta\eta\eta} - f_{\eta\eta}^2)
\]

\[- (\frac{\theta}{\theta_r - \theta}) K^* f_\eta, \tag{17}\]

and the corresponding boundary conditions are transformed to:

\[
f(\eta) = 0, \quad f_\eta(\eta) = 1 \quad \text{at} \quad \eta = 0, \tag{18}\]

\[
f_\theta(\eta) = 0, \quad f_{\eta\eta}(\eta) = 0 \quad \text{at} \quad \eta \to \infty, \tag{19}\]

where \(k_1 = \frac{1}{\nu_\infty} \frac{b}{v}\) is the dimensionless viscoelastic parameter, \(\theta_r = \frac{1}{1 + \gamma(T - T_\infty)}\) is the fluid viscosity parameter, and its value is determined by the viscosity of the fluid and the operating temperature difference. \(K^* = \frac{v}{\nu_\infty}\) is the porosity parameter. For \(\theta_r \to \infty\), or in case of constant viscosity, the analytical solution of Eq. (17) with boundary conditions (Eq. (18)) can be given as:

\[
f(\eta) = \frac{1 - e^{-\eta}}{\zeta} \quad \text{where} \quad \zeta = \sqrt{\frac{1 + K^*}{1 - k_1}}. \tag{20}\]

Using Eq. (20) into Eq. (16), the velocity components are obtained:

\[u = bx e^{-\eta} \quad \text{and} \quad v = -(b\nu_\infty)^{-1/2} \left(1 - e^{-\eta} \right). \tag{21}\]

From Eq. (20), for viscoelastic flow, viscoelastic parameter, \(k_1\), should lie between 0 and 1, i.e. 0 < \(k_1 < 1\), while \(k_1 = 0\) implies a purely viscous fluid. For a purely viscous fluid and with constant thermo-physical property (\(\theta_r \to \infty\)), Eq. (17) reduces to

\[f_{\eta\eta} + f_{\eta} - K^* f_\eta = 0 \tag{20}\]

which is satisfied by Eq. (30) with \(k_1 = 0\) (i.e. \(\zeta = \sqrt{1 + K^*}\)). It is in agreement with the steady sake flow’s solution for a purely viscous fluid.

The non-dimensional local shear stress on the surface of the stretching sheet is given by:

\[c_f = \frac{\tau_w}{\rho \nu_\infty b^2} = Re_x^{-1/2} (\frac{\theta}{\theta_r - \theta}) f(0), \tag{22}\]

where:

\[\tau_w = \mu \left(\frac{\partial u}{\partial y}\right)_{y=0} \tag{22}\]

\[= c_f Re_x^{1/2} (\frac{\theta}{\theta_r - \theta}) f(\eta) \quad \text{at} \quad \eta = 0, \tag{23}\]

where \(Re_x = \frac{b^2}{v}\) is the local Reynolds Number.
3. Heat transfer analysis

The governing boundary layer heat transfer equation, including variable thermal conductivity and viscous dissipation effect, is written as:

\[ \rho \infty c_p \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \mu \left( \frac{\partial u}{\partial y} \right) \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial y} \right) + \frac{\partial}{\partial y} \left[ K(T) \frac{\partial T}{\partial y} \right] + Q_s(T - T_\infty). \]  

(24)

Thermal conductivity of the fluid is also assumed to be temperature dependent and is given in the following form, as suggested by Prasad et al. [10]:

\[ K(T) = k_\infty (1 + \frac{\epsilon}{\Delta T}(T - T_\infty)). \]  

(25)

where \( \Delta T = T_w - T_\infty \), \( T_w \) is the sheet temperature, \( k_\infty \) is the thermal conductivity of the fluid far away from the sheet, and \( \epsilon \) is a small parameter. Now by substituting Eq. (25) into Eq. (24), it reduces to:

\[ \rho \infty c_p \frac{\partial T}{\partial x} + \left( \rho \infty c_p \frac{\partial u}{\partial y} \right) \frac{\partial T}{\partial y} = \frac{\mu}{1 + \gamma \frac{\partial T}{\partial y}} \left( \frac{\partial u}{\partial y} \right)^2 + \frac{\partial}{\partial y} \left( K(T) \frac{\partial T}{\partial y} \right) + Q_s(T - T_\infty), \]  

(26)

and substituting Eqs. (16), (27) and (28) into Eq. (26), it can be rewritten as:

\[ (1 + \epsilon \theta) \theta T_\infty + \epsilon \theta T_\infty^2 + Pr \left( f \theta T_\infty - (2 f T_\infty - \beta \theta \right) 
+ \frac{1}{1 - \theta \theta T_\infty} \left( K(T) \frac{\partial T}{\partial y} \right) = 0, \]  

(30)

where \( Pr = \frac{\mu c_p}{\kappa} \) is the Prandtl number, and \( Pr^* = Pr \left( 1 - \frac{\theta T_\infty}{\theta T_\infty} \right)^{-1} \) is the modified Prandtl number due to variable viscosity inside the boundary layer region, \( \beta = \frac{Q_s}{\rho c_p} \) is the heat source/sink parameter, \( Ec = \frac{h_\infty}{\kappa} \) is the Eckert Number. Consequently, the boundary conditions (Eqs. (27) and (28)) take the form:

\[ \theta(\eta) = 1 \quad \text{at} \quad \eta = 0 \quad \text{and} \quad \theta(\eta) = 0 \quad \text{at} \quad \eta \to \infty. \]  

(31)

Newtonian heating or convective heating conditions (NH case). In this heating process, the left surface of the sheet is heated by convection from a hot fluid at temperature \( T_f \) with heat transfer coefficient \( h_f \). In this case, the sheet surface temperature, \( T_w \), is not known a priori like PST case, but it is to be determined later as the result of a convective heating process from the hot fluid at temperature \( T_f \). Under this assumption, using Newtonian’s law of cooling, the boundary conditions for the thermal field may be written as [17, 18]:

\[ -k \frac{\partial T}{\partial y} = h_f (T_f - T_w) \quad \text{at} \quad y = 0 \quad \text{and} \quad T \to T_\infty \quad \text{as} \quad y \to \infty. \]  

(32)

The non-dimensional temperature, \( \theta(\eta) \), is given as:

\[ \theta(\eta) = \frac{T - T_\infty}{T_f - T_\infty} \quad \text{where} \quad T_f - T_\infty = D \left( \frac{x}{l} \right)^2. \]  

(33)

Now using the transformations given in Eqs. (16) and (33) into Eq. (30) and boundary conditions given in Eq. (31), the heat transport equation remains the same and the corresponding boundary conditions are transformed to:

\[ \theta_\infty (\eta) = -Bi(1 - \theta(\eta)) \quad \text{at} \quad \eta = 0 \quad \text{and} \quad \theta(\eta) = 0 \quad \text{as} \quad \eta \to \infty, \]  

(34)

where \( Bi = \frac{h_f}{K} \sqrt{\frac{T_f}{T_\infty}} \) is the Biot number. For \( Bi \to \infty \), this boundary condition reduces to \( \theta(0) = 1 \).

The local heat transfer rate in terms of Nusselt number can be expressed as:

\[ Nu = \frac{x \frac{\partial T}{\partial y}}{K (T_f - T_\infty)} = -Re^{1/2} \theta_\infty(0), \]  

(35)
where:
\[
q_w = -K \left( \frac{\partial T}{\partial \eta} \right)_{\eta=0},
\]
(35)
i.e.:
\[
N_u \eta R_{e}^{-1/2} = -\theta_{\eta}(\eta) \quad \text{at} \quad \eta = 0.
\]
(36)

4. Numerical solution

For the solution of system of simultaneous differential equation given in Eqs. (16) and (30), with Conditions (18), (19), (31) and (34), the equations are reformulated as:
\[
f_0 - h = 0,
\]
(37)
\[
k^2 - fh_{\eta} - \frac{1}{(1 - \theta/\theta_r)} (h_{\eta\eta} - h_{\theta} \theta_{\eta}/\theta_r) + k_1 (2h h_{\eta\eta} - f h_{\eta\eta} - h_{\eta}^2)
\]
\[
+ \left( \frac{\theta_r}{\theta_r - \theta} \right) K^* h = 0, \tag{38}
\]
(1 + \epsilon \theta) h_{\eta\eta} + \epsilon \theta h_{\eta} + Pr (f \theta_{\eta} - (2h - \beta) \theta
\]
\[
+ \frac{E_c}{(1 - \theta/\theta_r)} (K^* h^2 + h_{\eta}^2)) = 0. \tag{39}
\]
And the corresponding boundary conditions now become
\[
f(\eta) = 0, \quad h(\eta) = 1, \quad \text{at} \quad \eta = 0, \tag{40}
\]
\[
b(\eta) = 0, \quad h_\eta(\eta) = 0, \quad \theta(\eta) = 0 \quad \text{as} \quad \eta \to \infty, \tag{41}
\]
along with the two cases:
\[
\theta(\eta) = 1 \quad \text{(PST) and}
\]
\[
\theta_\eta(\eta) = -\theta (1 - \theta(\eta)) \quad \text{(NH) at} \quad \eta = 0. \tag{42}
\]
The numerical solution of the system of simultaneous differential equations given in Eqs. (37)-(39) along with the boundary conditions (Eqs. (40)-(42)) is obtained using Element Free Galerkin Method (EFGM).

4.1. Element free Galerkin method

The Element Free Galerkin Method (EFGM) requires Moving Least Square (MLS) interpolation functions to approximate an unknown function. Using MLS approximation, the unknown field variable \(u(x)\) is approximated over the two-dimensional domain \(\Omega\) as (details can be seen in [24]):
\[
u(x) = \sum_{l=1}^{n^*} \Phi_l(x) u_l = \Phi(x) u. \tag{43}
\]

The shape function \(\Phi_l(x)\) is defined by:
\[
\Phi_l(x) = \sum_{j=1}^{m} p_j(x) (A^{-1}(x) B_j(x))_{jl} = p^T A^{-1} B_l,
\]
\[
A(x) = \sum_{l=1}^{n^*} W(x - x_l) p(x_l) p^T(x_l),
\]
\[
B(x) = [W(x - x_1) p(x_1), W(x - x_2) p(x_2), ...].
\]
(44)
where \(p(x)\) is a vector of complete basis function of order \(m\). In present study, we have used a linear basis function in two dimensions, i.e. \(p^T(x) = [1 \quad x \quad x^2]\). \(W(x - x_1)\) is a weight function, which is non-zero over a small neighborhood of a particular quadrature point or evaluation point, that small neighborhood area is called support domain of the quadrature point, \(n^*\) is the number of nodes that are included in the support domain of an evaluation point \(x\).

4.2. Weight function description

The choice of weight function affects the resulting approximation in EFGM and other meshless methods. In EFGM, the continuity of MLS approximants is governed by the continuity of weight function. Singh et al. [25] have studied these weight functions and reported that cubic spline weight function gives more accurate results as compared to others. Therefore, in present work, cubic spline weight function has been used.

Cubic spline weight function
\[
W(x - x_l) = W(\bar{r}) = \begin{cases} 
\frac{2}{3} - 4\bar{r}^2 + 4\bar{r}^3 & \frac{1}{3} \leq \bar{r} \leq 1 \\
0 & \bar{r} > 1
\end{cases}, \tag{45}
\]
where \(\bar{r} = \frac{||x - x_l||}{d_{m,l}}, ||x - x_l||\) is the distance from an evaluation point \(x\) to node \(x_l\), \(d_{m,l}\) is related to the size of support domain and it is calculated as \(d_{m,l} = D_{max} C_l\), where \(D_{max}\) is a scaling parameter and \(C_l\) is the distance to nearest neighbor from evaluation point. The size of the support domain \(d_{m,l}\) is mostly controlled by the scaling parameter as the distance between nearest neighbors for an evaluation point remains unchanged for a given uniform nodal data distribution. To preserve the non-singularity of weighted moment matrix A, it is required that minimum value of \(d_{max} > 1\), so that \(n > m\) and maximum value of \(d_{max}\) must be chosen in such a way that local character of MLS approximation is ensured. In the present simulation, value of \(d_{max}\) has been fixed as 2.2.
4.3. Weighted integral formulation for EFGM

The weighted integral form of Eqs. (37)-(39) over the entire domain can be written as:

\[ \int_{0}^{\eta_{\text{max}}} w_{1}(f_{\eta} - h) d\eta = 0, \quad (46) \]

\[ \int_{0}^{\eta_{\text{max}}} w_{2}(h^{2} - fh_{\eta} - \frac{1}{(1 - \theta/\theta_{r})} (h_{\theta\eta} - h_{\theta\theta} - h_{\theta\sigma}^2) + k_{1}(2h_{\theta\eta} - f h_{\theta\eta} - h_{\theta\eta}^2) + \left( \frac{\theta_{r}}{\theta_{r} - \theta} \right) K \frac{\eta_{r}}{\eta_{r} - \theta} = 0, \quad (47) \]

\[ \int_{0}^{\eta_{\text{max}}} w_{3}((1 + e\theta)\theta_{\eta\eta} + e\theta_{\eta}^2 + Pr (f\theta_{\eta} - (2h - \beta)\theta) + \frac{Ec}{(1 - \theta/\theta_{r})} (K_{\eta\eta} + h_{\eta\eta}) d\eta = 0, \quad (48) \]

where \( w_{1}, w_{2}, \) and \( w_{3} \) are arbitrary test functions and may be viewed as the variation in \( f, h \) and \( \theta \), respectively, and \( \eta_{\text{max}} \) denotes the length of boundary layer region.

4.4. Element free Galerkin model and construction of MLS shape functions

The Element free Galerkin model of Eqs. (46)-(48) may be obtained by substituting MLS approximation for the unknown variables \( f, h \) and \( \theta \) using Eqs. (43) and (44).

\[ f = \sum_{l=1}^{n_s} \Phi_{li} f_{li}, \quad h = \sum_{l=1}^{n_s} \Phi_{li} h_{li}, \quad \theta = \sum_{l=1}^{n_s} \Phi_{li} \theta_{li}. \quad (49) \]

For construction of MLS shape functions, quadratic basis functions \( p_{\eta}(X) = [1 \ x \ x^2] \) with cubic spline weight functions and rectangular support domains are used. We opted for quadratic basis functions due to presence of higher order derivative terms in momentum equations. A uniform size of the support domain, for all the quadrature points has been considered and the value of scaling parameter \( d_{\text{max}} \) is taken as 2.2. In Table 1, shape functions for some of the quadrature points (marked as stars in Figure 2) are shown. For all the quadrature points, in whole domain, the computation of shape functions is done in similar manner.

4.5. Imposition of boundary conditions using penalty method

Using penalty method to enforce the essential boundary conditions, the integral form of the equations is written as:

\[ \int_{0}^{\eta_{\text{max}}} w_{1}(f_{\eta} - h) d\eta + \delta w_{1}(f - f(0))|_{\eta=0} = 0, \quad (50) \]

\[ \int_{0}^{\eta_{\text{max}}} w_{2}(h^{2} - fh_{\eta} - \frac{1}{(1 - \theta/\theta_{r})} (h_{\theta\eta} - h_{\theta\theta} - h_{\theta\sigma}^2) + \left( \frac{\theta_{r}}{\theta_{r} - \theta} \right) K \frac{\eta_{r}}{\eta_{r} - \theta} = 0, \quad (47) \]

### Table 1. Construction of MLS shape functions.

<table>
<thead>
<tr>
<th>Quadrature point</th>
<th>Number of nodes in the support domain</th>
<th>Nodes in the support domain</th>
<th>Shape functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.2035, 0)</td>
<td>5</td>
<td>(1.1500, 0)</td>
<td>338.0 - 556.0x + 228.5x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.1750, 0)</td>
<td>-147.6 + 251.4x - 100.8x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2000, 0)</td>
<td>-360.3 + 601.5x - 250.7x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2250, 0)</td>
<td>-138.7 + 226.6x - 92.2x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2500, 0)</td>
<td>309.6 - 523.5x + 221.3x^2</td>
</tr>
<tr>
<td>(1.2465, 0)</td>
<td>5</td>
<td>(1.2000, 0)</td>
<td>381.2 - 602.6x + 238.1x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2250, 0)</td>
<td>-187.6 + 305.8x - 124.1x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2500, 0)</td>
<td>-398.3 + 684.4x - 255.5x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2750, 0)</td>
<td>-113.4 + 176.4x - 68.3x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.3000, 0)</td>
<td>319.1 - 517.9x + 210.1x^2</td>
</tr>
<tr>
<td>(1.2165, 0)</td>
<td>4</td>
<td>(1.1750, 0)</td>
<td>600.7 - 973.1x + 308.9x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2000, 0)</td>
<td>-577.0 + 957.2x - 306.6x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2250, 0)</td>
<td>-598.0 + 982.8x - 403.4x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2500, 0)</td>
<td>575.3 - 960.9x + 401.1x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2750, 0)</td>
<td>636.8 - 1018x + 406.4x^2</td>
</tr>
<tr>
<td>(1.2335, 0)</td>
<td>4</td>
<td>(1.2000, 0)</td>
<td>-635.5 + 1033x - 419.2x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2250, 0)</td>
<td>-588.5 + 947.2x - 380.8x^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.2500, 0)</td>
<td>588.2 - 962.4x + 393.6x^2</td>
</tr>
</tbody>
</table>
\[
\begin{align*}
(K_{23})_{IJ} &= \int_{\eta_{\min}}^{\eta_{\max}} (\Phi_I \Phi_J \tilde{h} - \Phi_I \frac{d\Phi_J}{d\eta} \tilde{f}) d\eta + \left( \frac{\theta_I}{\theta_I - \theta_J} \right) \frac{d\Phi_I}{d\eta} \frac{d\Phi_J}{d\eta} - 2k_1 \frac{d\Phi_I}{d\eta} \frac{d\Phi_J}{d\eta} \tilde{h} + k_1 \frac{d^2\Phi_I}{d\eta^2} \frac{d\Phi_J}{d\eta} - k_1 \frac{d\Phi_I}{d\eta} \frac{d\Phi_J}{d\eta} \tilde{h} + \left( \frac{\theta_I}{\theta_I - \theta_J} \right) K^* \Phi_I \Phi_J d\eta + \tilde{\sigma} \Phi_I \Phi_J |_{\eta=\eta_{\max}}, \\
(K_{33})_{IJ} &= \int_{\eta_{\min}}^{\eta_{\max}} \Phi_I \frac{d\Phi_J}{d\eta} d\eta, \\
(K_{32})_{IJ} &= \int_{\eta_{\min}}^{\eta_{\max}} (-2P\Phi_I \Phi_J \tilde{t}) + P\frac{d\Phi_I}{d\eta} \frac{d\Phi_J}{d\eta} d\eta, \\
(K_{31})_{IJ} &= \int_{\eta_{\min}}^{\eta_{\max}} \frac{\tilde{f}}{P} \frac{d\Phi_I}{d\eta} \frac{d\Phi_J}{d\eta} d\eta, \\
(H_I)_{IJ} &= \tilde{\sigma} f(0) \Phi_I |_{\eta=\eta_{\min}}, \\
(H_2)_{IJ} &= \tilde{\sigma} h(0) \Phi_I |_{\eta=\eta_{\min}} + \tilde{\sigma} h(\eta_{\max}) \Phi_I |_{\eta=\eta_{\max}}, \\
(H_3)_{IJ} &= \tilde{\sigma} \theta(0) \Phi_I |_{\eta=\eta_{\min}} + \tilde{\sigma} \theta(\eta_{\max}) \Phi_I |_{\eta=\eta_{\max}}, \\
\end{align*}
\]
where \(f(0) = 0, h(0) = 1, \tilde{h}(\eta_{\max}) = 0, \theta(0) = 1\) (for PST case), \(\theta(\eta_{\max}) = \theta(\eta_{\max}) + Bi/Bi\) (for NH case), \(\tilde{\sigma}(\eta_{\max}) = 0\) as given in Eqs. (40)-(42). \(w_1, w_2\) and \(w_3\) are to be replaced by the MLS shape functions \(\Phi_I(I = 1, 2, \ldots, N)\) (\(N\) denotes the total number of nodes in the whole computational domain). The penalty parameter \(\tilde{\sigma}\), in present work, is chosen as 10. Using the EFGM model given by Eq. (49) into Eqs. (50)-(52), the system of equations can be defined by matrix form, which is given as follows:

\[
\begin{bmatrix}
K_{11} & K_{12} & K_{13} \\
K_{21} & K_{22} & K_{23} \\
K_{31} & K_{32} & K_{33}
\end{bmatrix}
\begin{bmatrix}
f \\
h \\
\theta
\end{bmatrix}
= \begin{bmatrix}
H_1 \\
H_2 \\
H_3
\end{bmatrix},
\]

where \([K_{mn}]\) and \([H_m]\)(m, n = 1, 2, 3) are as follows:

\[
\begin{align*}
(K_{11})_{IJ} &= \int_{\eta_{\min}}^{\eta_{\max}} \Phi_I \frac{d\Phi_J}{d\eta} d\eta + \tilde{\sigma} \Phi_I \Phi_J |_{\eta=\eta_{\min}}, \\
(K_{12})_{IJ} &= \int_{\eta_{\min}}^{\eta_{\max}} -\Phi_I \Phi_J d\eta, \\
(K_{13})_{IJ} &= 0, \quad (K_{21})_{IJ} = 0.
\end{align*}
\]
was observed. Therefore, for demonstration purpose, we restricted the boundary layer thickness as 5.0. Four-point Gauss quadrature formula has been used to calculate the integral values. At each node, three functions \( f, h \) and \( \theta \) are to be evaluated, hence, after assembly, we obtain a non-linear system of equations of order 603 \( \times \) 603, as given in Eq. (53).

Owing to the nonlinearity of the system, an iterative scheme has been used to solve it with an initial guess. The system of equations is linearized by incorporating known functions \( \bar{f}, \bar{h} \) and \( \bar{\theta} \), which are calculated using the known values of variables \( f, h \) and \( \theta \) at node \( I \) on previous iteration, as given in Eq. (54), and then whole system is solved using Gauss elimination method. This gives a new set of values of unknowns \( f, h \) and \( \theta \) and the process continues till the required accuracy of \( 5 \times 10^{-4} \) is achieved.

4.6. Validation of the results

For validation purpose, results are compared with some results reported by Chen [26] and Grubka and Bobba [27], in Table 2, and a good agreement can be observed between them; a grid convergence study is also done to check their consistency.

5. Numerical results and discussions

Figures 3 and 4 depict the effect of viscoelastic parameter, \( k_1 \), on velocity profile, \( f_\eta(\eta) \), and non-dimensional velocity stream function, \( f(\eta) \). From Figures 3 and 4, it is observed that velocity decreases with the increase of viscoelastic parameter, \( k_1 \). This result is consistent with the fact that the introduction of tensile stress due to the viscoelasticity causes transverse contraction of the boundary layer and hence velocity decrease.

In Figures 5 and 6, the effect of porosity parameter, \( K^* \), on velocity profile, \( f_\eta(\eta) \), and non-dimensional velocity stream function, \( f(\eta) \), is observed. An increment in the porosity parameter, \( K^* \), corresponds to a decrease in permeability parameter, \( k_p \), i.e., decrease in porosity (pore size decreases). Thus, obstruction in the

![Figure 3. Velocity stream function, \( f(\eta) \), for different values of viscoelastic parameter, \( k_1 \).](attachment:image3.png)

![Figure 4. Velocity distribution \( f_\eta(\eta) = df/d\eta \) for different values of viscoelastic parameter, \( k_1 \).](attachment:image4.png)

<table>
<thead>
<tr>
<th>( \text{Pr} )</th>
<th>Chen [26]</th>
<th>Grubka and Bobba [27]</th>
<th>Present results with 101 nodes</th>
<th>Present results with 201 nodes</th>
<th>Present results with 501 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.33334</td>
<td>1.3333</td>
<td>1.3333</td>
<td>1.3333</td>
<td>1.3333</td>
</tr>
<tr>
<td>2.0</td>
<td>-</td>
<td>-</td>
<td>1.9876</td>
<td>1.9876</td>
<td>1.9876</td>
</tr>
<tr>
<td>3.0</td>
<td>2.50972</td>
<td>2.5097</td>
<td>2.5090</td>
<td>2.5095</td>
<td>2.5095</td>
</tr>
<tr>
<td>5.0</td>
<td>-</td>
<td>-</td>
<td>3.6572</td>
<td>3.6577</td>
<td>3.6577</td>
</tr>
<tr>
<td>10.0</td>
<td>4.79686</td>
<td>4.7969</td>
<td>4.7965</td>
<td>4.7968</td>
<td>4.7968</td>
</tr>
</tbody>
</table>
motion of the fluid increases as the pore size decreases. Therefore, velocity decreases in the boundary layer with increase in porosity parameter, \( K^* \). The presence of porous medium with low permeability can be used as a mechanism for depressing velocities, i.e. decelerating flow in industrial applications. Similar effect of parameter \( K^* \) is observed on the non-dimensional velocity stream function, \( f(\eta) \).

Figure 7 shows the effect of fluid viscosity parameter, \( \theta_v \), on velocity profile, \( f_0(\eta) \). It shows that velocity decreases with increase in \( \theta_v \), as expected, since highly viscous fluids have lesser velocity.

Figure 8(a) and (b) depict the temperature profile, \( \theta(\eta) \), for different values of viscoelastic parameter, \( k_1 \), for PST case and NH cases, respectively. It is observed that temperature increases with the rise of viscoelasticity for both the PST and NH cases. This is due to the fact that an increase of viscoelastic normal stress gives rise to thickening of thermal boundary layer. Similar effect of porosity parameter, \( K^* \), on temperature profile, \( \theta(\eta) \), is observed for both the cases PST and NH in Figure 9(a) and (b).

Figure 10(a) and (b) reveal the effect of Prandtl Number \( Pr \) on heat transfer process in PST and NH cases, respectively. It is seen that the effect of increasing Prandtl number, \( Pr \) is to decrease temperature throughout the boundary layer, which results in decrease of the thermal boundary layer thickness. The increase of Prandtl number implies slow rate of thermal diffusion.

Figure 11(a) and (b) illustrate that the effect of increasing values of Eckert number, \( Ec \), to increase temperature distribution in the flow region in both the PST and NH cases. This behavior of temperature enhancement occurs as heat energy is stored in the fluid due to frictional heating.

Figure 12(a) and (b) are drawn for temperature profile, \( \theta(\eta) \), for various values of the thermal conductivity parameter, \( \epsilon \), for both PST and NH cases. Both the graphs demonstrate that an increase in the value of thermal conductivity parameter, \( \epsilon \), results in increase of temperature.

The temperature profile, \( \theta(\eta) \), for different values of heat source/sink parameter, \( \beta \), is shown in Figure 13(a) and (b) for both the PST and NH cases.
Figure 9. Temperature distribution, $\theta(\eta)$, for different values of porosity parameter, $K^*$, for (a) PST, and (b) NH cases.

Figure 10. Temperature distribution, $\theta(\eta)$, for different values of Prandtl number, Pr, for (a) PST, and (b) NH cases.

Figure 11. Temperature distribution, $\theta(\eta)$, for different values of Eckert number, Ec, for (a) PST, and (b) NH cases.

It is observed that the temperature profile is lower throughout the boundary layer for negative values of $\beta$ (heat sink), and higher for positive values of $\beta$ (heat source) as compared with the temperature profile in the absence of heat source/sink parameter, i.e. $\beta = 0$. Physically, $\beta > 0$ implies $T_w > T_\infty$, i.e. there will be a supply of heat to the fluid from the wall. Similarly, $\beta < 0$ implies $T_w < T_\infty$ and there will be a transfer of heat from the fluid to the wall. The effect of increasing the value of heat source/sink parameter, $\beta$, is to increase the temperature profile.

The graphs for temperature profile, $\theta(\eta)$, for various values of the fluid viscosity parameter, $\theta_r$, for PST and NH cases are shown in Figure 14(a) and (b). These figures indicate that increases in the values of
Figure 12. Temperature distribution, $\theta(\eta)$, for different values of thermal conductivity parameter, $\epsilon$, for (a) PST, and (b) NH cases.

Figure 13. Temperature distribution, $\theta(\eta)$, for different values of heat source/sink parameter, $\beta$, for (a) PST, and (b) NH cases.

Figure 14. Temperature distribution, $\theta(\eta)$, for different values of viscosity parameter, $\theta_v$, for (a) PST, and (b) NH cases.

$\theta_v$ have the tendency to increase the thermal boundary layer thickness for both the cases.

In PST case, the wall temperature is unity for all the parameters. However, for the NH case, it is different for different parameters due to adiabatic boundary conditions. The results of NH case are qualitatively similar to that of PST case but quantitatively they are different.

Figure 15 illustrates the effect of Biot number $Bi$ on temperature profile, $\theta(\eta)$, for NH case. Biot number ($Bi$) is the ratio of the internal thermal resistance of a solid to the boundary layer thermal resistance. When $Bi \to 0$ (i.e. for very small values of Biot number), the left side of the plate with hot fluid is insulated, the internal thermal resistance of the plate is extremely high, and no convective heat transfer
Table 3. Heat transfer rate $Nu_xRe_
u^{-1/2}$ for different parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>$-\theta_x(0)$ (PST)</th>
<th>$-\theta_x(0)$ (NH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>0.0</td>
<td>1.0550</td>
<td>0.8737</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.9691</td>
<td>0.8140</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.8670</td>
<td>0.7430</td>
</tr>
<tr>
<td>$Pr$</td>
<td>0.7</td>
<td>0.9910</td>
<td>0.6974</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>1.1922</td>
<td>0.8310</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.6500</td>
<td>1.1190</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>1.9374</td>
<td>1.2840</td>
</tr>
<tr>
<td>$K^*$</td>
<td>0.0</td>
<td>1.0190</td>
<td>0.8515</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.9695</td>
<td>0.8140</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.9030</td>
<td>0.7660</td>
</tr>
<tr>
<td>$Ec$</td>
<td>0.0</td>
<td>1.0281</td>
<td>0.8650</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.9690</td>
<td>0.8143</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.9090</td>
<td>0.7640</td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>-10.0</td>
<td>0.9695</td>
<td>0.8140</td>
</tr>
<tr>
<td></td>
<td>-2.0</td>
<td>0.8653</td>
<td>0.7500</td>
</tr>
<tr>
<td></td>
<td>-1.0</td>
<td>0.7582</td>
<td>0.6790</td>
</tr>
<tr>
<td>$Bi$</td>
<td>1</td>
<td>0.5991</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.1024</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.2230</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.2920</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Skin friction coefficient for different values of viscoelastic parameter, $k_1$, porosity parameter, $K^*$, and viscosity parameter, $\theta_r$, keeping $Pr=1.0$, $\epsilon = 0.1$, $\beta = 0.1$, $Ec=0.2$ and $Bi=5.0$.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>$f_{\eta}(0)$ (PST)</th>
<th>$f_{\eta}(0)$ (NH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>0.0</td>
<td>-1.2021</td>
<td>-1.1913</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>-1.8012</td>
<td>-1.7804</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>-2.4830</td>
<td>-2.4560</td>
</tr>
<tr>
<td>$K^*$</td>
<td>0.0</td>
<td>-1.6081</td>
<td>-1.6761</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>-1.8013</td>
<td>-1.7800</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>-1.9311</td>
<td>-1.9110</td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>-10.0</td>
<td>-1.8014</td>
<td>-1.7803</td>
</tr>
<tr>
<td></td>
<td>-2.0</td>
<td>-2.273</td>
<td>-2.1921</td>
</tr>
<tr>
<td></td>
<td>-1.0</td>
<td>-2.7492</td>
<td>-2.6302</td>
</tr>
</tbody>
</table>

6. Conclusions

The main findings can be summarized as:

1. The effect of viscoelastic, fluid viscosity and porosity parameter is to decrease the velocity distribution.
2. The effect of increasing values of viscoelastic parameter, fluid viscosity, porosity parameter, Eckert number is to increase the temperature significantly in the boundary layer flow. The temperature, thus, can be varied to desired value with increment in viscoelastic effect.
3. The thermal boundary layer thickness decreases with the increase of Prandtl Number.
4. The effect of thermal conductivity is to increase the temperature distribution; hence fluids with less thermal conductivity may be opted for effective cooling.
5. The temperature profile is lower throughout the boundary layer for heat-sink parameter, and higher for heat-source parameter.
6. Temperature increases with an increase in the convective heat transfer parameter, i.e. the Biot number (Bi).

Nomenclature

$\chi$ Flow directional coordinate along the stretching sheet
$y$ Along normal to the stretching sheet
$u, v$ Velocity components along $x, y$ direction
$T$ Temperature
$B, D$ Prescribed constants
$l$ Characteristic length
$c_p$ Specific heat
$k_0$ Coefficient of viscoelasticity
\( k_1 \) Dimensionless viscoelastic parameter
\( K_s \) Porosity parameter
\( Pr \) Prandtl number
\( b \) Linear stretching rate
\( k_p \) Permeability of the porous medium
\( Bi \) Biot number
\( Ec \) Eckert number
\( e_f \) Skin friction
\( \tau \) Wall shearing stress
\( Nu_x \) Local Nusselt number
\( Re_x \) Local Reynolds number

**Greek symbols**

\( \theta \) Dimensionless temperature
\( \eta \) Dimensionless space variable
\( \mu \) Coefficient of viscosity
\( \nu \) Coefficient of dynamic viscosity
\( \rho \) Density

**Subscripts**

\( w, \infty \) Conditions along the sheet and free stream, respectively
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