An efficient numerical approach for solving systems of high-order linear Volterra integral equations
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Abstract. In this study, a collocation method based on the Bernoulli polynomials is presented to find approximate solutions of a system of high-order linear Volterra Integral Equations (VIEs) with variable coefficients. In fact, the approximate solution of the problem in the truncated Bernoulli series form is obtained by this method. In addition, the method is presented with error and stability analysis. To show the accuracy and efficiency of the method, numerical examples are implemented and the comparisons are given by the other methods.
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1. Introduction

In applied sciences, each physical event may be modeled by the differential equation, an integral equation or an integro-differential equation, or a system of these equations. So, it is very crucial to obtain the solutions of the models because these solutions provide information about the character of the modeled event. Among the mathematical models are the linear Volterra Integral Equations (VIEs) with variable coefficients, which play a dominant role in many branches of science and engineering. The analytical solutions of most of these systems cannot be found, thus, numerical methods are required.

In recent years, several new approaches have been proposed for solving VIEs, such as the Taylor expansion method [1, 2] and the Taylor collocation method [3, 4]. Also, one can refer to the methods that are based on orthogonal bases (e.g. [4, 5]).

During the last decade, operational matrices of differentiation and integration have received considerable attention for making an ideal base in the procedure of approximation. The Bernstein, Bernoulli, Bessel and Euler matrix methods have been used in works [6-12] to solve differential, Fredholm Volterra integro-differential equations and their systems. Yet, so far, to the best of our knowledge, a practical matrix method, based on Bernoulli polynomials, has had few results for approximating the solution of VIEs. This partially motivated our interest in such a method.

In this article, by developing the Bernoulli collocation method studied in [13, 14], we will obtain the approximate solution of a system of linear Volterra Integral Equations (VIEs) with variable coefficients in the form:

$$
\sum_{j=1}^{b} p_{i,j}(x)y_j(x) = g(x) + \int_{a}^{x} \sum_{j=1}^{b} K_{i,j}(x,t)y_j(t)dt,
$$

$$
i = 1, 2, \ldots, k, \quad 0 \leq a \leq x \leq b, \quad (1)
$$

where $y_j(x)$ is an unknown function. Also, $p_{i,j}(x)$, $g(x)$ and $K_{i,j}(x,t)$ are continuous functions defined on the interval $a \leq x$ and $t \leq b$. Moreover, functions $K_{i,j}(x,t)$ for $i, j = 1, 2, \ldots, k$ can be an expanded Maclaurin series.

Our aim is to find an approximate solution of Eq. (1) expressed in the truncated Bernoulli series.
form:

\[ y_k(x) = \sum_{n=0}^{N} a_{i,n} B_n(x), \]

\[ i = 1, 2, \ldots, k, \quad 0 \leq a \leq x \leq b, \quad (2) \]

so that, \( a_{i,n} \) for \( n = 0, 1, \ldots, N \) are the unknown Bernoulli coefficients, and \( B_n(x) \) for \( n = 0, 1, \ldots, N \) are the Bernoulli polynomials of the first kind, which are constructed from the following relation:

\[ \sum_{k=0}^{n} \binom{n+1}{k} B_k(x) = (n+1)x^n. \quad (3) \]

The advantages of Bernoulli polynomials for approximating an arbitrary unknown function over some classical orthogonal polynomials are expressed in [15-17].

The next sections of the paper are organized as follows: In Section 2, by introducing some mathematical preliminaries, we recall the basic concepts of Bernoulli polynomials and their relevant properties needed hereafter. Section 3 summarizes the application of this method to the systems of high-order DIs. In Section 4, we discuss the error and stability analysis of the proposed method. In Section 5, we report our numerical findings and demonstrate the accuracy of the proposed method. The paper is closed in Section 6, by concluding.

2. Preliminaries

2.1. Polynomial interpolation

Let us consider \( n + 1 \) pairs \( (x_i, y_i) \). The problem is to find a polynomial, \( p_k \), called the interpolating polynomial, such that:

\[ p_k(x_i) = c_0 + c_1 x_i + \cdots + c_k x_i^k, \quad i = 0, 1, \ldots, n. \]

Points \( x_i \) are called interpolation nodes. If \( n \neq k \), the problem is over or under-determined. Let \( P_n \) be the \((n+1)\)-dimensional subspace of \( C[a, b] \) spanned by the functions \( 1, x, \ldots, x_n \). That is, \( P_n \) consists of all polynomials of degree, at most, \( n \).

Theorem 1 [18]. Given \( n + 1 \) distinct nodes, \( x_0, x_1, \ldots, x_n \), and \( n + 1 \) corresponding values, \( y_0, y_1, \ldots, y_n \), there exists a unique polynomial, \( p_n \in P_n \), such that \( p_n(x_i) = y_i \) for \( i = 0, 1, \ldots, n \). If we define:

\[ l_i \in P_n, \quad l_i = \sum_{j \neq i} \frac{(x - x_i)}{(x_i - x_j)}, \quad i = 0, 1, \ldots n, \]

then, \( l_i(x_j) = \delta_{i,j} \). Polynomials \( l_i(x) \) are called Lagrange characteristic polynomials. If \( f(x_i) = y_i \) for \( i = 0, 1, \ldots, n \), \( f \) being a given function, the interpolating polynomial, \( p_n(x) \), will be denoted by \( p_n f(x) \). Let us introduce a lower triangular matrix, \( X \), of infinite size, called the interpolation matrix on \([a, b]\) whose entries \( x_{ij} \) for \( i, j = 0, 1, \ldots, n \) represent the points of \([a, b]\), with the assumption that on each row, the entries are all distinct. Thus, for any \( n \geq 0 \), the \((n+1)\)-th row of \( X \) contains \( n + 1 \) distinct values that can be identified as nodes, so that, for a given function \( f \), we can uniquely define an interpolating polynomial, \( p_n f \), of degree \( n \) at those nodes.

Theorem 2 [19]. Let \( x \) and the abscissas, \( x_0, x_1, \ldots, x_n \), be contained in an interval, \([a, b]\), on which \( f \) and its first \( n \) derivatives are continuous, and let \( f^{(n+1)} \) exist in the open interval, \((a, b)\). Then, there exists \( \xi_x \in (a, b) \), which depends on \( x \), such that:

\[ f(x) - p_n(x) = \frac{f^{(n+1)}(\xi_x)}{(n+1)!} \prod_{i=0}^{n}(x - x_i). \]

Having the fixed function, \( f \), and the interpolation matrix, \( X \), let us define the interpolation error by:

\[ G_n(X) = \|f - p_n f\|_\infty, \quad n = 0, 1, \ldots. \]

Definition 1. Let \( f(x) \) be defined on \([a, b]\), the modulus of continuity of \( f(x) \) on \([a, b]\), \( \omega(\delta) \), is defined for \( \delta > 0 \) by:

\[ \omega(\delta) = \sup_{|x-y|<\delta} |f(x) - f(y)|. \]

Corollary 1 [19]. Let \( f \in C[a, b] \) and \( X \) be an interpolation matrix on \([a, b]\). Then:

\[ G_n(X) = \|f - p_n f\|_\infty \leq 6 \left( 1 + \Gamma_n(X) \right) \omega \left( \frac{b-a}{2n} \right), \]

where \( \Gamma_n(X) \) denotes the Lebesgue constant of \( X \), defined as:

\[ \Gamma_n(X) = \left\| \sum_{i=0}^{n} l_i^{(n)}(x) \right\|_\infty, \quad (4) \]

and where \( l_i^{(n)}(x) \in P_n \) is the \( i \)-th characteristic polynomial associated with the \((n+1)\)-th row of \( X \).

2.2. Bernoulli polynomials

The \( n \)-th degree truncated Bernoulli polynomials of the first kind are defined by:

\[ B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_k(0)x^{n-k}, \quad n = 1, 2, \ldots. \quad (5) \]

We can write \( B_n(x) \) in the matrix form as in Eqs. (6) and (7) shown in Box I. Let us assume that \( f =
\[
B^T(x) = DX^T(x) \iff B(x) = X(x)D^T,
\]
where:
\[
B(x) = [B_0(x), B_1(x), \ldots, B_N(x)],
\]
\[
X(x) = [x, x^2, \ldots, x^N],
\]
and:
\[
D = \begin{bmatrix}
\binom{0}{0} B_0(0) & 0 & 0 & \cdots & 0 \\
\binom{1}{0} B_1(0) & \binom{1}{1} B_0(0) & 0 & \cdots & 0 \\
\binom{2}{0} B_2(0) & \binom{2}{1} B_1(0) & \binom{2}{2} B_0(0) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\binom{N}{0} B_N(0) & \binom{N}{1} B_{N-1}(0) & \binom{N}{2} B_{N-2}(0) & \cdots & \binom{N}{N} B_0(0)
\end{bmatrix}
\]

Box I

\([f_1, f_2, \ldots, f_k]^T\) is a solution of Eq. (1). We would like to interpolate \(f_i\) by:
\[
p_{i,N}(x) = \sum_{n=0}^{N} a_{i,n} B_n(x),
\]
\(i = 1, 2, \ldots, k, \quad 0 \leq a \leq x \leq b,\) \hspace{1cm} (8)

such that \(p_{i,N}\) and \(f_i\) are equal on nodes \(a \leq x_0 < x_1 < \cdots < x_N \leq b\). Since all \(f_j(x_j)\) values for \(j = 0, 1, \ldots, N\) are unknown, we can use Eq. (1) to find the interpolation polynomial at nodes \(x_0, x_1, \ldots, x_N\) without knowing \(f_i(x_j)\) values. To do this, we put the interpolation polynomials, \(p_{i,N}(x) = c_{i,0} + c_{i,1} x + \cdots + c_{i,N} x^N\), for \(i = 1, 2, \ldots, k\) into Eq. (1). If \(p_{i,N}\) equals \(f_i\) for \(i = 1, 2, \ldots, k\) on the nodes, then \(p_{i,N}\) for \(i = 1, 2, \ldots, k\) satisfies Eq. (1) on the nodes. Hence, we can obtain a system of linear equations depending on \(c_{1,0}, c_{1,1}, \ldots, c_{1,N}, c_{2,0}, c_{2,1}, \ldots, c_{2,N}, \ldots, c_{k,0}, c_{k,1}, \ldots, c_{k,N}\). Therefore, we can find the solution of Eq. (1) with some errors, which are interpolation and computational errors.

2.3. Main matrix relations
Firstly, let us write the approximate solutions (Eq. (8)) in the matrix form:
\[
[y_j(x)] = X(x)D^T A_j, \quad j = 1, 2, \ldots, k,
\]
where:
\[
A_j = [a_{j,0}, a_{j,1}, \ldots, a_{j,N}]^T.
\]
Hence, the matrix, \(y(x)\), can be expressed as follows:
\[
y(x) = \tilde{X}(x)\tilde{D} A,
\]
where:
\[
y(x) = \begin{bmatrix}
y_1(x) \\
y_2(x) \\
\vdots \\
y_k(x)
\end{bmatrix},
\]
\[
\tilde{X}(x) = \begin{bmatrix}
X(x) & 0 & \cdots & 0 \\
0 & X(x) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & X(x)
\end{bmatrix}_{k \times k}
\]
\[
\tilde{D} = \begin{bmatrix}
D^T & 0 & \cdots & 0 \\
0 & D^T & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & D^T
\end{bmatrix}_{k \times k}
\]
\[
A = [A_1, A_2, \ldots, A_k]^T.
\]
We now write system (1) in the matrix form as:
\[
P(x)y(x) = g(x) + V(x),
\]
where:
\[
P(x) = \begin{bmatrix}
p_{1,1}(x) & p_{1,2}(x) & \cdots & p_{1,k}(x) \\
p_{2,1}(x) & p_{2,2}(x) & \cdots & p_{2,k}(x) \\
\vdots & \vdots & \ddots & \vdots \\
p_{k,1}(x) & p_{k,2}(x) & \cdots & p_{k,k}(x)
\end{bmatrix}
\]
\[
K(x, t) = \begin{bmatrix}
K_{1,1}(x, t) & K_{1,2}(x, t) & \ldots & K_{1,k}(x, t) \\
K_{2,1}(x, t) & K_{2,2}(x, t) & \ldots & K_{2,k}(x, t) \\
\vdots & \vdots & \ddots & \vdots \\
K_{k,1}(x, t) & K_{k,2}(x, t) & \ldots & K_{k,k}(x, t)
\end{bmatrix},
\]

\[
g(x) = \begin{bmatrix} g_1(x) \\ g_2(x) \\ \vdots \\ g_k(x) \end{bmatrix}, \quad V(x) = \begin{bmatrix} V_1(x) \\ V_2(x) \\ \vdots \\ V_k(x) \end{bmatrix},
\]

\[
V_i(x) = \int_a^x \sum_{j=1}^k K_{i,j}(x,t)y_j(t)dt.
\]  \hspace{1cm} (12)

3. Method for solution

The kernel functions, \(K_{i,j}(x, t)\) for \(i, j = 1, 2, \ldots, k\), can be approximated by Bernoulli polynomials in the form:

\[
K_{i,j}(x, t) = \sum_{m=0}^N \sum_{n=0}^N k_{m,n}^j B_m(x) B_n(t) = B(x) K^{ij} B^T(t),
\]

where:

\[
B(t) = [B_0(t), B_1(t), \ldots, B_N(t)],
\]

\[
K^{ij} = [k_{m,n}^j]_{(N+1) \times (N+1)}, \quad m, n = 0, 1, \ldots, N,
\]

and coefficients \(k_{m,n}^j\) can be evaluated as follows:

\[
k_{m,n}^j = \int_0^1 \int_0^1 \frac{\partial^m B_n(x) \partial^n B_m(t)}{\partial x^m \partial t^n} dx dt.
\]  \hspace{1cm} (14)

By substituting the matrix forms (Eqs. (9) and (13)) into Eq. (12), we obtain the matrix relation:

\[
[V_i(x)] = \int_a^x \sum_{j=1}^k B(x) K^{ij} B^T(t) B(t) A_j dt
\]

\[
= \sum_{j=1}^k B(x) K^{ij} \left( \int_a^x B^T(t) B(t) dt \right) A_j
\]

\[
= \sum_{j=1}^k B(x) K^{ij} Q(x) A_j.
\]  \hspace{1cm} (15)

where:

\[
Q(x) = [Q_{rs}(x)], \quad Q_{rs}(x) = \int_a^x B_{r-1}(t) B_{s-1}(t) dt,
\]

\(r, s = 1, 2, \ldots, N + 1.\)

Note that, the elements of \(Q(x)\) can be computed easily by using the matrix, \(H(x)\), which has the following form:

\[
H(x) = [h_{rs}(x)]; \quad h_{rs}(x) = \frac{x^{r+s+1} - a^{r+s+1}}{r + s + 1},
\]

\(r, s = 0, 1, \ldots, N.\)

Since, from Eq. (6):

\[
Q(x) = \int_a^x B^T(t) B(t) dt = \int_a^x (DX^T(t))(X(t)D^T) dt
\]

\[
= D \left( \int_a^x X^T(t)X(t) dt \right) D^T = DH(x) D^T.
\]

By substituting the matrix form (Eq. (6)) into Eq. (15), we have the matrix relation:

\[
[V_i(x)] = \sum_{j=1}^k X(x) D^T K^{ij} Q(x) A_j, \quad i = 1, 2, \ldots, k.
\]  \hspace{1cm} (16)

In Eq. (11), we place the collocation points defined by:

\[
x_s = a + \frac{h-a}{N} s, \quad s = 0, 1, 2, \ldots, N, \]

and, thus, we have the system of the matrix equations:

\[
P(x_s) y(x_s) = g(x_s) + V(x_s),
\]

or, briefly, the fundamental matrix equation is:

\[
PY = G + V,
\]  \hspace{1cm} (18)

where:

\[
P = \begin{bmatrix}
P(x_0) & 0 & \ldots & 0 \\
0 & P(x_1) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P(x_N)
\end{bmatrix},
\]

\[
Y = \begin{bmatrix}
y(x_0) \\
y(x_1) \\
\vdots \\
y(x_N)
\end{bmatrix}, \quad G = \begin{bmatrix}
g(x_0) \\
g(x_1) \\
\vdots \\
g(x_N)
\end{bmatrix}, \quad V = \begin{bmatrix}
V(x_0) \\
V(x_1) \\
\vdots \\
V(x_N)
\end{bmatrix},
\]

For the collocation points (Eq. (17)), the matrix relation (Eq. (12)) becomes:

\[
V(x_s) = \begin{bmatrix}
V_1(x_s) \\
V_2(x_s) \\
\vdots \\
V_k(x_s)
\end{bmatrix} = \tilde{X}(x_s) \tilde{D} K^f Q(x_s) A_s.
\]  \hspace{1cm} (19)
where:

\[
[V(x_s)] = \sum_{j=0}^{k} X(x_s) D_j^T K^{ij} Q(x_s) A_j,
\]

\[
\tilde{Q}(x_s) = \begin{bmatrix}
Q(x_s) & 0 & \ldots & 0 \\
0 & Q(x_s) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & Q(x_s)
\end{bmatrix}_{k \times k},
\]

\[
K_f = \begin{bmatrix}
K_{11}^{11} & K_{12}^{12} & \ldots & K_{1k}^{1k} \\
K_{21}^{21} & K_{22}^{22} & \ldots & K_{2k}^{2k} \\
\vdots & \vdots & \ddots & \vdots \\
K_{k1}^{k1} & K_{k2}^{k2} & \ldots & K_{kk}^{kk}
\end{bmatrix}
\]

Thus, matrix \( V \) in Eq. (18) can be expressed as follows:

\[
V = \begin{bmatrix}
V(x_0) \\
V(x_1) \\
\vdots \\
V(x_N)
\end{bmatrix} = \tilde{X} \tilde{D} \tilde{K}_f \tilde{Q} A.
\]

(20)

where:

\[
\tilde{X} = \begin{bmatrix}
\tilde{X}(x_0) & 0 & \ldots & 0 \\
0 & \tilde{X}(x_1) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \tilde{X}(x_N)
\end{bmatrix},
\]

\[
\tilde{D} = \begin{bmatrix}
\tilde{D} & 0 & \ldots & 0 \\
0 & \tilde{D} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \tilde{D}
\end{bmatrix}
\]

\[
\tilde{K}_f = \begin{bmatrix}
K_f & 0 & \ldots & 0 \\
0 & K_f & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & K_f
\end{bmatrix}
\]

\[
\tilde{Q} = \begin{bmatrix}
\tilde{Q}(x_0) \\
\tilde{Q}(x_1) \\
\vdots \\
\tilde{Q}(x_N)
\end{bmatrix}
\]

\[
X = \begin{bmatrix}
\tilde{X}(x_0) \\
\tilde{X}(x_1) \\
\vdots \\
\tilde{X}(x_N)
\end{bmatrix}
\]

and \( y(x) = \tilde{X}(x) \tilde{D} A \).

\[
s = 0, 1, \ldots, N.
\]

By putting Expressions (20) and (21) into Eq. (18), we obtain the matrix equation:

\[
(\mathbf{P} \tilde{D} - \tilde{X} \tilde{D} \tilde{K}_f \tilde{Q}) A = \mathbf{G}.
\]

(22)

Briefly, Eq. (22) can be written as:

\[
\mathbf{W} A = \mathbf{G},
\]

or \( [\mathbf{W}; G] \),

(23)

where:

\[
\mathbf{W} = \left[ a_{p1} \mathbf{I}_{k(N+1) \times k(N+1)} \right] = (\mathbf{P} \tilde{D} - \tilde{X} \tilde{D} \tilde{K}_f \tilde{Q}).
\]

(24)

Hence, the unknown Bernoulli coefficients are computed by:

\[
\mathbf{A} = \mathbf{W}^{-1} \mathbf{G},
\]

(25)

and by substituting the determined coefficients into Eq. (8):

\[
y_i(x) = \sum_{n=0}^{N} a_{i,n} B_n(x), \quad i = 1, 2, \ldots, k.
\]

4. Estimation of error and stability analysis

This section is devoted to providing an error bound for the approximated solution, which may be obtained by the Bernoulli polynomials.

**Theorem 3** [20]. Let \( \| \cdot \| : \mathbb{C}^{n \times n} \rightarrow \mathbb{R} \) be a consistent matrix norm. For any matrix, \( \mathbf{H} \), of order \( n \), if \( \| \mathbf{H} \| \leq 1 \), then, \( \mathbf{I} - \mathbf{H} \) is nonsingular. Moreover:

\[
\| \mathbf{X}(\mathbf{I} - \mathbf{H})^{-1} \| \leq \frac{\| \mathbf{X} \| \| \mathbf{H} \|}{1 - \| \mathbf{H} \|}.
\]

**Theorem 4** [21]. If \( \mathbf{H} \) is a nonsingular matrix and \( \| \mathbf{H} \| \leq \frac{1}{1 - \| \mathbf{H} \|} \), then \( \mathbf{H} + \mathbf{H} \) is nonsingular. Moreover, let \( \mathbf{H} \neq 0 \) and let \( x \) and \( \hat{x} = x + \delta x \) be solutions of \( \mathbf{H} x = h \) and \( (\mathbf{H} + \mathbf{H}) \hat{x} = h \), respectively. Then:

\[
\| \mathbf{H} \| \leq \| \mathbf{H} \| \| \delta \mathbf{H} \| \| \delta x \|.
\]

In what follows, we formulate the assumptions under which Eq. (1) will be investigated. Namely, we assume the following hypotheses.
(H1) \( k = 1 \) and \( p(x) = p_{i,j}(x) \), for clarity of presentation.

(H2) \( y = f(x) \) and \( p_N(x) \) are the exact and approximate Bernoulli series solutions with the mentioned assumptions.

(H3) \( \overline{W} = W + \delta W \) is the coefficient matrix of Eq. (24), where \( \delta W \) represents the computational error.

(H4) There exists a positive constant \( r \), such that \( \|\delta W\| \leq r \).

**Theorem 5.** Under the tacit assumptions, (H1)-(H4), above, if \( \|\overline{W}^{-1}\|_\infty \|\delta W\|_\infty \leq 1 \), then the absolute error, \( \|p_N - f\|_\infty \), of Eq. (1) has the following upper bound:

\[
\|p_N - f\|_\infty \leq \frac{r \|\overline{A}\| \|\overline{W}^{-1}\|_\infty \|D\|_\infty \|X^T(b - a)\|_\infty}{1 - r \|\overline{W}^{-1}\|_\infty} + 6\left(1 + \Gamma_n(X)\right) \omega \left(\frac{b - a}{2N}\right),
\]

where \( \overline{A} \) is the solution of Eq. (25).

**Proof.** According to the assumptions, the basic Eq. (1) will be changed into the following equation:

\[
p(x) y(x) = g(x) + \int_a^x K(x, t) y(t) dt, \quad 0 \leq a \leq x \leq b.
\]

Since the exact solution \( y = f(x) \) is continuous on \([a, b]\), by using Corollary 1 and Theorems 3 and 4, we get:

\[
\|p_N - y\|_\infty = \|p_N - p_N f + p_N f - y\|_\infty \\
\leq \|p_N - p_N f\|_\infty + \|p_N f - y\|_\infty \\
\leq \|p_N - p_N f\|_\infty + 6\left(1 + \Gamma_n(X)\right) \omega \left(\frac{b - a}{2N}\right),
\]

and:

\[
\|p_N - p_N f\|_\infty = \left\| \sum_{n=0}^N \tilde{a}_n B_n - \sum_{n=0}^N a_n B_n \right\|_\infty \\
\leq \left\| \sum_{n=0}^N (\tilde{a}_n - a_n) B_n \right\|_\infty \\
\leq \left\| \tilde{a}_0 - a_0 \quad \tilde{a}_1 - a_1 \ldots \tilde{a}_N - a_N \right\|_\infty \|B\|_\infty \\
\leq \left\| \overline{W}^{-1}\|_\infty \|\delta W\|_\infty \|\overline{A}\|_1 \|D\|_\infty \|X^T(b - a)\|_\infty \\
\leq \overline{W}^{-1}\|_\infty \|\delta W\|_\infty \|\overline{A}\|_1 \|D\|_\infty \|X^T(b - a)\|_\infty \\
\leq \frac{r \|\overline{A}\| \|\overline{W}^{-1}\|_\infty \|D\|_\infty \|X^T(b - a)\|_\infty}{1 - r \|\overline{W}^{-1}\|_\infty} + 6\left(1 + \Gamma_n(X)\right) \omega \left(\frac{b - a}{2N}\right),
\]

We note that a similar procedure can be applied for the case of other values of \( k \).

**Theorem 6.** Suppose the tacit assumptions, (H1)-(H4), above. If \( \|\overline{W}^{-1}\|_F \|\delta W\|_F \leq 1 \) and \( f \in C^\infty[a, b] \), then:

\[
\|p_N(x) - f(x)\|_F \leq \frac{r \|\overline{A}\| \|\overline{W}^{-1}\|_F \|D\|_F \|X^T(b - a)\|_F}{1 - r \|\overline{W}^{-1}\|_F} + \frac{f(N+1)(\xi_2)}{(N+1)!} \prod_{i=0}^N (x - x_i)
\]

**Proof.** By considering \( \|\overline{W}^{-1}\|_F \|\delta W\|_F \leq 1 \) and \( f \in C^\infty[a, b] \), from Cauchy-Schwarz inequalities and Theorems 2 to 4, we obtain that:

\[
\|p_N(x) - y\| = \|p_N(x) - p_N f(x) + p_N f(x) - y\| \\
\leq \|p_N(x) - p_N f(x)\|_F + \|p_N f(x) - y\|_F \\
\leq \|p_N(x) - p_N f(x)\|_F + \frac{f(N+1)(\xi_2)}{(N+1)!} \prod_{i=0}^N (x - x_i),
\]

and:

\[
\|p_N(x) - p_N f(x)\| = \left\| \sum_{n=0}^N \tilde{a}_n B_n - \sum_{n=0}^N a_n B_n \right\|_F \\
= \left\| \sum_{n=0}^N (\tilde{a}_n - a_n) B_n \right\|_F \\
\leq \left\| \tilde{a}_0 - a_0 \quad \tilde{a}_1 - a_1 \ldots \tilde{a}_N - a_N \right\|_F \|B\|_F \\
\leq \|\overline{W}^{-1}\|_F \|\delta W\|_F \|\overline{A}\|_1 \|D\|_F \|X^T(b - a)\|_F \\
\leq \|\overline{W}^{-1}\|_F \|\delta W\|_F \|\overline{A}\|_1 \|D\|_F \|X^T(b - a)\|_F.
\[ \begin{align*}
&= \| (\mathbf{W} - \delta \mathbf{W})^{-1} \|_F \| \delta \mathbf{W} \|_F \| \tilde{A} \|_F \\
&\leq \left( \left\| \mathbf{W}^{-1} \right\|_F \right) \left( 1 - \left\| \mathbf{W}^{-1} \delta \mathbf{W} \right\|_F \right) \leq \left( \left\| \mathbf{W}^{-1} \delta \mathbf{W} \right\|_F \right) \left( \left\| \mathbf{W} \right\|_F \right) \left( \left\| \mathbf{W} \right\|_F \right).
\end{align*} \]

To complete the proof of Theorems 5 and 6, we need to find \( r \), the highest value of \( \| \delta \mathbf{W} \| \). To do this, we will use the following lemma.

**Lemma 1** [22]. If \( \mathbf{X}_j + \Delta \mathbf{X}_j \in \mathbb{R}^{n \times n} \) satisfies \( \| \Delta \mathbf{X}_j \| \leq \sigma_j \| \mathbf{X}_j \| \) for all \( j \) for a consistent norm, then:

\[
\left\| \prod_{j=0}^{m} (\mathbf{X}_j + \Delta \mathbf{X}_j) - \prod_{j=0}^{m} \mathbf{X}_j \right\| \leq \left( \prod_{j=0}^{m} (1 + \sigma_j) - 1 \right) \left\| \mathbf{X}_j \|.
\]

Using the above Lemma, we find the upper bound of \( \| \delta \mathbf{W} \| \) as:

\[
\| \delta \mathbf{W} \| = \left\| \mathbf{P} \mathbf{D} - \tilde{\mathbf{X}} \mathbf{D} \tilde{\mathbf{K}}_j \tilde{\mathbf{Q}} - \mathbf{f}(\mathbf{P} \mathbf{D} - \tilde{\mathbf{X}} \mathbf{D} \tilde{\mathbf{K}}_j \tilde{\mathbf{Q}}) \right\|
\leq \left( \prod_{j=0}^{2} (1 + \sigma_j) - 1 \right) \| \mathbf{P} \| \| \mathbf{X} \| \| \mathbf{D} \|
\leq \left( \prod_{j=0}^{3} (1 + \sigma_j) - 1 \right) \| \tilde{\mathbf{X}} \| \| \mathbf{D} \| \| \tilde{\mathbf{K}}_j \| \| \tilde{\mathbf{Q}} \| + s \| \mathbf{W} \|
\]

where \( \theta \leq u \), \( u \) is the unit round off, and \( s \) is the number of terms summed in \( \mathbf{W} \).

Let us consider a set of function values \( \{ \tilde{f}_i(x_j) : i = 1, \ldots, k, j = 0, 1, \ldots, N \} \) which is a perturbation of the data \( \{ f_i(x_j) : i = 1, \ldots, k, j = 0, 1, \ldots, N \} \) relative to the nodes \( \{ x_j : j = 0, 1, \ldots, N \} \subset [a, b] \). The perturbation may be due, for instance, to the effect of rounding errors, or may be caused by an error in the experimental measure of the data. Denoting, by \( \tilde{p}_N f(x) \), the vector of interpolating polynomials on the set of values \( \tilde{f}_i(x_j) \), we have:

\[
\| \tilde{p}_N(x) - \tilde{p}_N(x) \|_\infty = \left\| \begin{bmatrix} p_{1, N}(x) - \tilde{p}_{1, N}(x) + \delta \tilde{p}_{1, N}(x) \\
\vdots \\
p_k, N f(x) - \tilde{p}_{k, N}(x) + \delta \tilde{p}_{k, N}(x) \end{bmatrix} \right\|_\infty
\]

\[
\leq \left\| \begin{bmatrix} p_{1, N}(x) - \tilde{p}_{1, N}(x) + \delta \tilde{p}_{1, N}(x) \\
\vdots \\
p_k, N f(x) - \tilde{p}_{k, N}(x) + \delta \tilde{p}_{k, N}(x) \end{bmatrix} \right\|_\infty
\]

\[
= \max_{0 \leq i \leq 1} \left\| \sum_{j=0}^{n} (f_i(x_j) - \tilde{f}_i(x_j)) l_j(x) \right\|_\infty
\]

\[
+ \max_{0 \leq i \leq 1} \left\| \delta \tilde{p}_{i, N}(x) \right\|_\infty
\]

\[
\leq \Gamma_n(X) \max_{0 \leq i \leq 1} \left\| (f_i(x_j) - \tilde{f}_i(x_j)) \right\|_\infty
\]

\[
+ \max_{0 \leq i \leq 1} \left\| \delta \tilde{p}_{i, N}(x) \right\|_\infty,
\]

(27)

where \( \delta \tilde{p}_{i, N}(x) \) and \( \delta \tilde{p}_{i, N}(x) \) for \( i = 1, 2, \ldots, k \) represent the differences between the interpolating polynomial and the Bernstein series solution. If the Lebesgue constant, \( \Gamma_n(X) \), given in Eq. (4) and the difference between the interpolating polynomial and the Bernstein series solution are small, the small changes on the data give rise to small changes on the Bernstein series solution. On equally spaced nodes, as proved in [23], \( \Gamma_n(X) \) grows exponentially, that is, as \( N \to \infty \):

\[
\Gamma_n(X) \approx \frac{2^{N+1}}{e^{N \log(N)}}.
\]

This shows that, for large \( N \) and equally spaced nodes, the polynomial interpolation method can become unstable. On the other hand, using Eq. (26), the difference between the interpolating polynomial and the Bernstein series solution grows whenever \( N \) increases. As a result, the Bernstein series solution can become unstable for large \( N \).
5. Numerical experiments

In this section, some numerical examples are considered to demonstrate the efficiency and accuracy of the proposed method. The errors have been calculated using an absolute error function defined by:

$$e_i, N(x) = |y_i(x) - y_i, N(x)|, \quad i = 1, 2, \ldots, k,$$

and maximum absolute error defined by:

$$e_i = \max \left\{ |y_i, N(x_j) - y_i(x_j)|; \quad x_j = \frac{j}{1000}, \quad j = 1(1)1000 \right\}, \quad i = 1, 2, \ldots, k.$$

All computations are modeled using the mathematical software package, Matlab.

**Example 1.** At first we consider the following system of linear Volterra integral equations:

$$\begin{align*}
  y_1(x) + xy_2(x) &= \sin(x) + x \cos(x) \\
  + &\int_0^x x^2 \cos(t)y_1(t)dt - \int_0^x x^2 \sin(t)y_2(t)dt, \\
  y_2(x) &= -2xy_1(x) + \cos(x) - 2x \sin(x) \\
  + &\int_0^x \sin(x) \cos(t)y_1(t)dt - \int_0^x \sin(x) \sin(t)y_2(t)dt, \\
  \quad 0 \leq x \leq 1 \\
\end{align*}$$

(28)

with the exact solutions, \( y_1(x) = \sin(x) \) and \( y_2(x) = \cos(x) \).

By using the method in Section 3, we get the approximate solutions of the problem for \( N = 3 \). The fundamental matrix equation of the problem is:

$$(\mathbf{P}\mathbf{D} - \mathbf{X}\mathbf{D}\mathbf{K} / \bar{\mathbf{Q}})\mathbf{A} = \mathbf{G},$$

where:

$$\begin{align*}
  \mathbf{P}(x) &= \begin{bmatrix}
    1 & x \\
    -2x & 1
  \end{bmatrix}, \\
  \mathbf{P} &= \begin{bmatrix}
    \mathbf{P}(0) & 0 & 0 & 0 \\
    0 & \mathbf{P}(1/3) & 0 & 0 \\
    0 & 0 & \mathbf{P}(2/3) & 0 \\
    0 & 0 & 0 & \mathbf{P}(1)
  \end{bmatrix}, \\
  \mathbf{g}(x) &= \begin{bmatrix}
    \sin(x) + x \cos(x) \\
    \cos(x) - 2x \sin(x)
  \end{bmatrix}, \\
  \mathbf{G} &= \begin{bmatrix}
    \mathbf{g}(0) \\
    \mathbf{g}(1/3) \\
    \mathbf{g}(2/3) \\
    \mathbf{g}(1)
  \end{bmatrix}, \\
  \mathbf{Q}(x) &= \begin{bmatrix}
    1 & 0 & 0 & 0 \\
    \mathbf{X}(1/3) = [1 \ 1/3 \ 1/9 \ 1/27], \\
    \mathbf{X}(2/3) = [1 \ 2/3 \ 4/9 \ 8/27], \\
    \mathbf{X}(1) = [1 \ 1 \ 1 \ 1], \\
    \mathbf{X}(0) = \begin{bmatrix}
      0 & 0 \\
      0 & \mathbf{X}(0)
    \end{bmatrix}, \\
    \mathbf{X}(1/3) = \begin{bmatrix}
      \mathbf{X}(1/3) & 0 \\
      0 & \mathbf{X}(1/3)
    \end{bmatrix}, \\
    \mathbf{X}(2/3) = \begin{bmatrix}
      0 & 0 \\
      0 & \mathbf{X}(2/3)
    \end{bmatrix}, \\
    \mathbf{X}(1) = \begin{bmatrix}
      \mathbf{X}(1) & 0 \\
      0 & \mathbf{X}(1)
    \end{bmatrix}, \\
    \mathbf{X} &= \begin{bmatrix}
      \mathbf{X}(0) \\
      \mathbf{X}(1/3) \\
      \mathbf{X}(2/3) \\
      \mathbf{X}(1)
    \end{bmatrix}, \\
    \bar{\mathbf{Q}}(x) &= \begin{bmatrix}
      \mathbf{Q}(x) & 0 \\
      0 & \mathbf{Q}(x)
    \end{bmatrix}.
  \end{align*}$$

$$\begin{align*}
  \mathbf{q}_1 &= \begin{bmatrix}
    x \\
    x^3/2 - x/2 \\
    x^3/3 - x^2/2 + x/6 \\
    x^4/4 - x^3/2 + x^2/4
  \end{bmatrix}, \\
  \mathbf{q}_2 &= \begin{bmatrix}
    x^2/2 - x/2 \\
    x^3/3 - x^2/2 + x/4 \\
    x^4/4 - x^3/2 + x^2/6 - x/12 \\
    x^5/5 - x^4/2 + 5x^3/12 - x^3/8
  \end{bmatrix}, \\
  \mathbf{q}_3 &= \begin{bmatrix}
    x^2/2 - x^2/2 + x/6 \\
    x^3/4 - x^2/2 + x^2/3 - x/12 \\
    x^5/5 - x^4/2 + 4x^3/9 - x^2/6 + x/36 \\
    x^6/6 - x^5/2 + 13x^4/24 - x^3/4 + x^2/24
  \end{bmatrix}, \\
  \mathbf{q}_4 &= \begin{bmatrix}
    x^2/4 - x^3/2 + x^2/4 \\
    x^3/5 - x^4/2 + 5x^3/12 - x^2/8 \\
    x^4/6 - x^5/2 + 13x^4/24 - x^3/4 + x^2/24 \\
    x^7/7 - x^6/2 + 13x^5/20 - 3x^4/8 + x^3/12
  \end{bmatrix}.
\end{align*}$$

\( \mathbf{Q}(x) = \begin{bmatrix}
    \mathbf{Q}(x) & 0 \\
    0 & \mathbf{Q}(x)
  \end{bmatrix} \).
\[
\tilde{Q} = \begin{bmatrix}
\tilde{Q}(0) \\
\tilde{Q}(1/3) \\
\tilde{Q}(2/3) \\
\tilde{Q}(1)
\end{bmatrix},
\]
\[
D^T = \begin{bmatrix}
1 & -1/2 & 1/6 & 0 \\
0 & 1 & -1 & 1/2 \\
0 & 0 & 1 & -3/2 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]
\[
\tilde{D} = \begin{bmatrix}
D^T & 0 \\
0 & D^T
\end{bmatrix},
\]
\[
\tilde{K}_f = \begin{bmatrix}
5/18 & -1/6 & -1/6 & 0 \\
5/6 & -1/2 & -1/2 & 0 \\
5/6 & -1/2 & -1/2 & 0 \\
0 & 0 & 0 & 0 \\
1/3 & 1/3 & -1 & -2/3 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-11/72 & -5/18 & 1/12 & 1/18 \\
-11/24 & -5/6 & 1/4 & 1/6 \\
-11/24 & -5/6 & 1/4 & 1/6 \\
0 & 0 & 0 & 0 \\
-1/3 & -1 & -1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

and:
\[
\tilde{K}_f = \begin{bmatrix}
K_f & 0 & 0 & 0 \\
0 & K_f & 0 & 0 \\
0 & 0 & K_f & 0 \\
0 & 0 & 0 & K_f
\end{bmatrix}.
\]

The augmented matrix for this fundamental matrix equation is shown in Box II. By solving this system, the unknown Bernoulli coefficients matrix is obtained as:
\[
A = \begin{bmatrix}
2159/4663 & 1538/1791 & -973/4821 \\
-226/2189 & 594/709 & -702/1471 \\
-1154/2517 & 223/4247
\end{bmatrix}.
\]

Thus, the solutions of this problem become:
\[
y_{1,3}(x) = (0.185037170778x - 17) + 1.00894176194x - 0.04696004873x^2 - 0.10324352180x^3,
\]
and:
\[
y_{2,3}(x) = 1 + (0.750909476e - 02)x - 0.53724376915x^2 + 0.0525076505x^3.
\]

In a similar way, we obtain the approximate solutions of the problem for \( N = 7 \) and \( N = 10 \), respectively:
\[
y_{1,7}(x) = - (0.68885873799451457e - 16) + 0.99998974293757x
\]
\[
+ (0.174312096690345e - 06)x^2 - 0.16677641237619e^3
\]
\[
+ (0.327088229227112e - 05)x^4 + 0.00787446131791e^5
\]
\[
+ (0.1946019045888647e - 05)x^6 - (0.76656664429132e - 06)x^7,
\]
\[
y_{2,7}(x) = 1 + (0.125334629516529e - 07)x - 0.500022806557948x^2
\]
\[
+ (0.1614552116360097e - 05)x^3 + 0.04109123213102x^4
\]
\[
+ 0.00116215189335x^5 - 0.002458746044216x^6
\]
\[
- (0.346761831506825e - 05)x^7,
\]
and:
\[
y_{1,10}(x) = (0.5.032274756712580e - 13) + 1.000000000010761x
\]
\[
+ (0.18273776579090948e - 09)x^2 - 0.166666445369482x^3
\]
\[
- (0.14855834160850323e - 07)x^4 + 0.008339503886760x^5
\]
\[
- (0.1699629678726148e - 06)x^6
\]
\[
- (0.168484360304439e - 05)x^7
\]
\[
- (0.3496584907372658e - 06)x^8
\]
\[
+ (0.275762613454171e - 06)x^9.
\]
\[
W = \begin{bmatrix}
1 & -1/2 & 1/6 & 0 & 0 & 0 & 0 & 0 & 0 \\
1405/1458 & -239/1547 & -263/4619 & 133/3726 & 5939/17496 & -832/14531 & -231/12475 & 49/3887 & 0 \\
-175/243 & 252/1999 & 77/2082 & -236/8751 & 82/81 & -55/324 & -271/4860 & 158/4205 & 0 \\
-370/243 & -761/3645 & 173/2057 & 547/11526 & 89/81 & 1/6 & -151/2430 & -98/2633 & 0 \\
1/6 & 13/24 & 61/360 & -1/240 & 35/24 & 137/240 & 119/720 & -1/140 & 0 \\
-7/3 & -31/30 & -59/180 & 1/280 & 4/3 & 7/12 & 31/180 & -1/120 & 0 \\
\end{bmatrix}
\]

**Box II**

Table 1. Absolute values of the error at the selected points for Example 1.

| \(x_i\) | \(||y_1(x)\)\_errors|| | \(||y_2(x)\)\_errors|| |
|---|---|---|
| \(N = 3\) | \(N = 7\) | \(N = 10\) | \(N = 3\) | \(N = 7\) | \(N = 10\) |
| 0 | 6.8660e-13 | 5.0323e-12 | 0 | 2.4425e-13 | 2.2352e-11 |
| 0.2 | 4.1467e-04 | 4.6562e-09 | 1.0006e-12 | 3.6567e-04 | 4.0077e-09 | 5.7333e-12 |
| 0.4 | 3.7170e-05 | 2.5415e-08 | 7.6667e-12 | 6.5563e-04 | 1.5792e-08 | 2.6764e-11 |
| 0.6 | 1.5164e-03 | 1.1235e-06 | 7.2593e-11 | 2.8959e-03 | 1.8114e-06 | 1.1869e-09 |
| 0.8 | 6.8822e-03 | 1.3938e-05 | 2.9694e-08 | 7.6510e-03 | 1.6112e-05 | 3.4832e-08 |
| 1 | 1.7268e-02 | 8.8503e-05 | 4.9404e-07 | 1.7629e-02 | 7.7142e-05 | 4.4235e-07 |

\[ y_{2,10}(x) = 1 + (0.30045 26426908851e - 11) x - (0.849426666793018e - 07) x^{10}, \]

\[ y_{2,10}(x) = 1 + (0.30045 26426908851e - 11) x - (0.849426666793018e - 07) x^{10}, \]

where \(i = 0, 2, \ldots, 10\) are provided in Table 1 by taking \(N = 3, 7\) and 10. From this table, one can see the high order of accuracy of the presented method. We see that the errors decrease rapidly as \(N\) increases. The error histories for \(N = 3, 7\) and 10 are depicted in Figures 1 and 2.

**Figure 1.** Comparison of the absolute error functions \(e_{1,i}(x)\) of the Presented Method (PM) for Example 1.

**Figure 2.** Comparison of the absolute error functions \(e_{2,N}(x)\) of the Presented Method (PM) for Example 1.
Table 2. Comparison of the absolute error functions $e_{1,N}(x)$ for $y_{1,N}(x)$ of Example 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 10$</td>
<td>$N = 12$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>9.2719e-04</td>
<td>4.8088e-10</td>
<td>7.4397e-12</td>
</tr>
<tr>
<td>0.4</td>
<td>5.4551e-03</td>
<td>9.0010e-10</td>
<td>2.2300e-11</td>
</tr>
<tr>
<td>0.6</td>
<td>1.3864e-02</td>
<td>9.8703e-10</td>
<td>3.3965e-11</td>
</tr>
<tr>
<td>0.8</td>
<td>2.5653e-02</td>
<td>9.6784e-10</td>
<td>2.8303e-10</td>
</tr>
<tr>
<td>1</td>
<td>4.1981e-02</td>
<td>3.3217e-09</td>
<td>3.1773e-09</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the absolute error functions $e_{2,N}(x)$ for $y_{2,N}(x)$ of Example 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 10$</td>
<td>$N = 10$</td>
<td>$N = 12$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>1.1471e-04</td>
<td>1.8414e-09</td>
<td>6.2610e-13</td>
</tr>
<tr>
<td>0.4</td>
<td>8.5720e-03</td>
<td>2.8160e-09</td>
<td>2.0128e-12</td>
</tr>
<tr>
<td>0.6</td>
<td>2.7824e-02</td>
<td>2.7157e-09</td>
<td>1.2683e-12</td>
</tr>
<tr>
<td>0.8</td>
<td>5.9124e-02</td>
<td>1.5968e-09</td>
<td>2.0646e-11</td>
</tr>
<tr>
<td>1</td>
<td>8.7089e-02</td>
<td>1.1052e-10</td>
<td>2.7641e-10</td>
</tr>
</tbody>
</table>

Example 2 [2]. Consider the system of linear Volterra integral equations given by:

\[
\begin{align*}
  y_1(x) &= \cos(x)(2 + \sin(x) - x \cos(x)) \\
          &+ \frac{1}{4}(\cos(x - 1) - \cos(x + 1)) \\
          &- \frac{1}{2}\sin(x - 1) - 1 \\
          &+ \int_0^x \sin(x - t - 1)y_1(t)dt \\
          &+ \int_0^x (1 - t \cos(x))y_2(t)dt, \quad (29) \\
  y_2(x) &= \sin(x) - x + \int_0^x y_1(t)dt + \int_0^x (x-t)y_2(t)dt, \\
  0 &\leq x \leq 1,
\end{align*}
\]

with exact solutions $y_1(x) = \cos(x)$ and $y_2(x) = \sin(x)$.

We solve this problem by considering notations in Section 3 for $N = 10$ and 12. We compare the absolute error functions computed by the present method, the Euler matrix method [12] and Taylor expansion method [2] in Tables 2 and 3 and Figures 3 and 4. According to these, one can see that not only is our method superior in results, but also, that the behavior of the error of the presented method has a stable manner, with respect to the Taylor expansion method [2] and Euler matrix method [12].

Example 3 [4]. Let us consider the system of the linear Volterra integral equation given by:

\[
\begin{align*}
  y_1(x) &= e^{2x}(-\frac{1}{2}x^2 + \frac{1}{4}x + 1) + e^{-2x}(x + \frac{1}{4}) \\
          &- \frac{3}{4}x - \frac{1}{4} + \int_0^x t y_1(t)dt \\
          &+ \int_0^x (x+t)y_2(t)dt, \\
  y_2(x) &= e^{-2x}(2x^2 + x + \frac{5}{4}) - \frac{1}{4}e^{2x} - \frac{1}{2}e^2 \\
          &+ \int_0^x (x-t)y_1(t)dt + \int_0^x (x+t)^2y_2(t)dt, \\
  0 &\leq x \leq 1,
\end{align*}
\]

with the exact solutions, $y_1(x) = e^{2x}$ and $y_2(x) = e^{-2x}$.

Similar to the previous two examples, we solve this system for different values of $N$. Tables 4 and 5 and Figures 5 and 6 display the numerical results of the absolute error functions obtained by the Taylor method [4], Bessel method [10] and present method for $N = 5, N = 7$ and $N = 10$. It is seen from Tables 4
Table 4. Comparison of the absolute errors for $y_1(x) = e^{2x}$ of Example 3.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$e_{1.8}(x_i)$</td>
<td>$e_{1.7}(x_i)$</td>
<td>$e_{1.8}(x_i)$</td>
</tr>
<tr>
<td>0.2</td>
<td>6.0310e-06 1.7000e-08</td>
<td>2.1190e-06 3.6977e-07</td>
<td>2.1180e-06 3.6976e-07</td>
</tr>
<tr>
<td>0.4</td>
<td>4.1026e-04 4.5620e-06</td>
<td>2.4829e-06 1.0646e-07</td>
<td>2.4828e-06 1.0645e-07</td>
</tr>
<tr>
<td>0.6</td>
<td>4.9803e-03 1.2277e-04</td>
<td>1.0519e-05 1.3233e-07</td>
<td>1.0519e-05 1.3232e-07</td>
</tr>
<tr>
<td>0.8</td>
<td>2.9917e-02 1.2899e-03</td>
<td>1.5001e-05 3.1732e-07</td>
<td>1.5001e-05 3.1732e-07</td>
</tr>
</tbody>
</table>

Table 5. Comparison of the absolute errors for $y_2(x) = e^{-2x}$ of Example 3.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$e_{2.8}(x_i)$</td>
<td>$e_{2.7}(x_i)$</td>
<td>$e_{2.8}(x_i)$</td>
</tr>
<tr>
<td>0.2</td>
<td>5.3793e-06 1.5500e-08</td>
<td>3.8985e-06 3.7623e-08</td>
<td>3.8983e-06 3.7622e-08</td>
</tr>
<tr>
<td>0.4</td>
<td>3.2023e-04 3.8187e-06</td>
<td>9.6593e-06 6.8382e-08</td>
<td>9.6590e-06 6.8380e-08</td>
</tr>
<tr>
<td>0.6</td>
<td>3.3502e-03 9.3961e-05</td>
<td>2.0735e-05 1.1996e-07</td>
<td>2.0735e-05 1.1995e-07</td>
</tr>
<tr>
<td>0.8</td>
<td>1.8878e-02 9.0235e-04</td>
<td>3.9343e-05 1.7505e-07</td>
<td>3.9343e-05 1.7504e-07</td>
</tr>
</tbody>
</table>

Table 6. Comparison of the maximum absolute errors of Example 3 for various values of $N$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Euler matrix method [12]</th>
<th>Present method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum absolute error $e_{1,N}$ of $y_1(x)$</td>
<td>Maximum absolute error $e_{2,N}$ of $y_2(x)$</td>
</tr>
<tr>
<td>3</td>
<td>3.3933e-04 7.3516e-03</td>
<td>1.7421e-02 4.1424e-03</td>
</tr>
<tr>
<td>5</td>
<td>2.9720e-04 9.2999e-05</td>
<td>1.3026e-04 1.2025e-04</td>
</tr>
<tr>
<td>7</td>
<td>1.1490e-06 4.9274e-07</td>
<td>6.4723e-07 6.4722e-07</td>
</tr>
<tr>
<td>10</td>
<td>4.1474e-09 6.1789e-10</td>
<td>1.3517e-09 1.4218e-10</td>
</tr>
<tr>
<td>12</td>
<td>5.8207e-10 2.0433e-11</td>
<td>3.2316e-10 1.3728e-11</td>
</tr>
</tbody>
</table>

![Figure 5](image1.png) Comparison of the presented method and Taylor method for $y_{1,N}(x)$ of Example 3.

![Figure 6](image2.png) Comparison of the presented method and Taylor method for $y_{2,N}(x)$ of Example 3.

and 5 and Figures 5 and 6 that the results obtained by the present method is greatly superior to that obtained by the Taylor method [4]. However, the absolute errors of the Bessel method [10] and the present method are similar to each other. Also, we compare the maximum absolute error computed by the present method and Euler matrix method [12] for various values of $N$ in Table 6. This fact is obvious from Table 6 that the results obtained by the present method are better than those obtained by the Euler matrix method.
6. Conclusion

In this article, we have studied a numerical scheme to solve a system of Volterra integral equations with variable coefficients. This method is based on the Bernoulli collocation method used for some problems of differential equations. The numerical results obtained by the proposed method are in agreement with the exact solutions. Also, we notice that the proposed method provides us with a smaller absolute error than the absolute error obtained in [2,4,12]. Moreover, it could be applied to other integral equations to get the desired good accuracy. Here, we have examined one-dimensional problems only, but believe it would be straightforward to extend the method to further dimensions.
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