Comparison and successive iteration of approximate solution of ordinary differential equations with initial conditions by the new modified Krasnoselskii iteration method
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Abstract. In this paper, we used the Picard successive iteration method and the new modified Krasnoselskii iteration method in order to solve different types of ordinary linear differential equations having initial conditions. By applying the new modified Krasnoselskii iteration method, not only do we obtain the approximate solutions for the problem, but also establish the corresponding iterative schemes. Finally, it is shown that the accuracy of the new iteration method (called the new modified Krasnoselskii iteration method) is substantially improved by employing variable steps which adjust themselves to the solution of the differential equation.

1. Introduction

Iterative methods such as the Krasnoselskii method are increasingly being used for many mathematical models in science and engineering in order to solve the different types of ordinary differential equations. In fact, Krasnoselskii iteration method is considered an alternative solution to the linear differential equations having initial conditions. The theory of this iteration method has been extensively studied by several authors [1-3].

The authors [4,5] have used the fixed point theorem and also iteration to solve the differential equations. The fixed point theory on normed linear space was first presented by L.E.J. Brouwer in 1909-1913 [6]. Subsequently, several authors investigated the theorem for different types of spaces, such as metric [7], Banach [4,8] and Hilbert [9], respectively.

The fixed point theorem has become important, in recent years, as a mathematical model of phenomena in biology [10], electrical engineering [11,12], and so on.

There has been a significant development in this theory especially in the area of non-linear differential equations having boundary conditions. Recently, Sun [13] discussed the existence and successive iteration of positive solutions of boundary value problems, and He [14,15] proposed a new perturbation method using the homotopy technique. The presented method, requiring no parameters in the equation, can readily eliminate the limitations of the traditional perturbation methods.

Motivated by this work, we defined the new modified Krasnoselskii iteration method, in order to solve ordinary linear differential equations having initial conditions. Additionally, we compared the numerical
results using the Euler Method [16,17], Runge-Kutta Method [16-20] and Picard iteration method [16,17] according to the exact solution. Comparison of the numerical results show that the new modified Krasneski iteration method is effective and convenient for solving different types of linear differential equations.

On the other hand, the variational iteration method will be more fully explained and applied to the differential type of the linear and nonlinear problem in another paper where the relationship compared with other techniques will be given in detail.

2. Preliminaries

Some basic definitions and properties of the new modified Krasneski iteration method used in this paper are required. $X$ is the metric linear spaces of the continuous function and $T : X \to Y$ is a given operator with $x \in X$.

Krasneski [5] proved that the sequence of iteration $\{T^n(x_0)\}$, starting from a given point, $x_0 \in E$, does not converge necessarily to a fixed point of $T$, whereas the sequence $\{T^n(x_0)\}$ where $T \lambda = (1 - \lambda)I + \lambda T, 0 < \lambda \leq 1$ may converges to a fixed point of $T$, as shown by Krasneski [5], who assumes $\lambda = 1/2$. Here, $E$ is compact and $X$ is uniformly convex. This topic of research plays an important role in the stability problem of fixed point iterations. In 1995, Liu [21] initiated a study of fixed point iterations with errors. On the other hand, there are some attempts in the double sequence setting [22,23]. The fixed point theorems, presented in this paragraph, are all related to the Banach contraction principle, which asserts that every complete metric space is a fixed point space for the class of contractive mappings.

2.1. Banach contraction principle

The Banach contraction principle is the simplest and one of the most versatile elementary results in fixed point theory. Based on an iteration process, it can be implemented on a computer to find the fixed point of a contractive map. It produces approximations of any required accuracy. Even, the number of iterations needed to get a specified accuracy can be determined [24].

Theorem 1. (Banach contraction principle). Let $(Y,d)$ be a complete metric space and $T : Y \to Y$ be contractive. Then $T$ has a unique fixed point $u$, and $T^n(y) \to u$ for each $y \in Y$ (see [24]).

The Banach principle has a useful local version that involves an open ball, $B$, in a complete metric space, $Y$, and a contractive map of $B$ into $Y$ which does not displace the center of the ball too far:

Corollary 1. Let $(Y,d)$ be complete and $B = B(y_0, r) = \{ y | d(y, y_0) < r \}$. Let $T : B \to Y$ be a contractive map with constant $\alpha < 1$. If $d(T(y_0), y_0) < (1 - \alpha)r$, then $T$ has a fixed point (see [24]).

Proof. Choose $\varepsilon < r$, such that $d(T(y_0), y_0) < (1 - \alpha)\varepsilon < (1 - \alpha)r$. We show that $T$ maps the closed ball, $K = \{ y | d(y, y_0) \leq \varepsilon \}$, into itself: for, if $y \in K$, then:

$$d(Ty, y_0) \leq d(Ty, y) + d(Ty, y_0) \leq \alpha d(y, y_0) + (1 - \alpha)\varepsilon \leq \varepsilon.$$

Since $K$ is complete, then the conclusion of corollary 1 is proved by Banach contraction principle. □

Definition 1. If the $(x_n)_{n=0}^\infty$ sequence provides the condition $x_{n+1} = T x_n$ for $n = 0, 1, 2, \ldots$, then this is called Picard iteration [25].

Definition 2. If $x_0 \in X$, $\lambda \in [0, 1]$ and also the $(x_n)_{n=0}^\infty$ sequence provides the condition $x_{n+1} = (1 - \lambda)x_n + \lambda Tx_n$ for $n = 0, 1, 2, \ldots$ then this is called Krasneskii iteration [26].

Definition 3. If $\lambda \in [0, 1]$, $x_0 \in X$ and $T$ is defined as the contraction mapping with regards to Picard iteration, and also the $(x_n)_{n=0}^\infty$ sequence provides the conditions:

$$y_{n+1} = y_0 + \int_{x_n}^{x} F(t, y(t))dt \quad n = 0, 1,$$

$$y_{n+1} = (1 - \lambda)y_n + \lambda Ty_{n-1} \quad n = 2, 3, \ldots$$

$$Ty_{n-1} = y_n \quad 0 < \lambda < 1,$$

then this is called a modified Krasneskii iteration.

3. Application of methods

Example 1. Let us consider the initial value problem:

$$y' = \sqrt{|y|} \quad y(0) = 1. \quad (1)$$

By Theorem 1 and Corollary 1, since $T = \int_{x_0}^{x} F(t, y(t))dt$, then:

$$|T(x) - T(y)| = \left| \int_{0}^{x} \sqrt{t} - \sqrt{y} dt \right|$$

$$\leq \frac{2}{3} \sqrt{x^3} - \sqrt{y^3} \leq \frac{2}{3} |x - y|.$$
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is obtained. So:

$$|T(x) - T(y)| \leq \frac{2}{3}|x - y|.$$ 

is found. Thus, $T$ has a unique fixed point, which is the unique solution of integral equation $T = \frac{1}{x_0} \int T(x_0(t))$ or the differential equation, $y' = \sqrt{|y|} y(0) = 1$. Firstly, we obtained the exact solution of the equation as $|y| = \frac{1}{2}(x + 2)^2 = 1 + x + \frac{x^2}{2}$. Then we approached the approximate solution using by the Picard iteration method. Thus the followings are obtained:

$$y_1 = 1 + x,$$

$$y_2 = \frac{1}{3} + \frac{2}{3}(x + 1)^3/2.$$

If we use the Maclaurin series expansion for the seventh term of $y_2$ then:

$$y_2 = 1 + x + x^2 \frac{4}{24} + x^3 \frac{4}{24} + x^4 \frac{4}{24} + x^5 \frac{256}{256} + \frac{7x^6}{1536},$$

is found. Now, applying the modified Krasnosel’skii iteration method to Eq. (1) for $\lambda = 0.5$ the followings are obtained:

$$y_1 = 1 + x,$$

$$y_2 = \frac{1}{2} + x^2 + x^3 x^4 + x^5 + \frac{7x^6}{1536},$$

$$y_3 = 1 + x + 0.1875x^2 - 0.03125x^3$$

$$+ 0.01171875x^4 - 0.005859375x^5$$

$$+ 0.003411796875x^6,$$

$$y_4 = 1 + x + 0.15625x^2 - 0.026041666x^3$$

$$+ 0.009765625x^4 - 0.0048828125x^5$$

$$+ 0.0028430792x^6,$$

$$y_5 = 1 + x + 0.171875x^2 - 0.028645833x^3$$

$$+ 0.0107421875x^4 - 0.00537109375x^5$$

$$+ 0.003133138021x^6,$$

$$y_6 = 1 + x + 0.160625x^2 - 0.027343749x^3$$

$$+ 0.010253906x^4 - 0.005126953125x^5$$

$$+ 0.002990722657x^6,$$

and for $\lambda = 0.4$, the followings are calculated:

$$y_1 = 1 + x,$$

$$y_2 = 1 + x + \frac{x^2}{4} - \frac{x^3}{24} + \frac{x^4}{64} - \frac{x^5}{128} + \frac{7x^6}{1536},$$

$$y_3 = 1 + x + 0.15x^2 - 0.025x^3 + 0.000375x^4$$

$$- 0.0046875x^5 + 0.002734375x^6,$$

$$y_4 = 1 + x + 0.19x^2 - 0.03167x^3 + 0.011875x^4$$

$$- 0.0059375x^5 + 0.003463541667x^6,$$

$$y_5 = 1 + x + 0.174x^2 - 0.029002x^3 + 0.010875x^4$$

$$- 0.00454375x^5 + 0.013015625x^6,$$

$$y_6 = 1 + x + 0.1804x^2 - 0.0300062x^3 + 0.011275x^4$$

$$- 0.0056375x^5 + 0.009194791667x^6.$$

On the other hand, for $\lambda = 0.9$ the followings are founds:

$$y_1 = 1 + x,$$

$$y_2 = 1 + x + \frac{x^2}{4} - \frac{x^3}{24} + \frac{x^4}{64} - \frac{x^5}{128} + \frac{7x^6}{1536},$$

$$y_3 = 1 + x + 0.25x^2 - 0.0416666666x^3$$

$$+ 0.0015625x^4 - 0.0078125x^5$$

$$+ 0.0004557291667x^6,$$

$$y_4 = 1 + x + 0.2275x^2 - 0.0379166666x^3$$

$$+ 0.01421875x^4 - 0.007109375x^5$$

$$+ 0.00417135417x^6,$$

$$y_5 = 1 + x + 0.4525x^2 - 0.0142916666x^3$$

$$+ 0.00282125x^4 - 0.0014140625x^5$$

$$+ 0.00082406971x^6,$$

$$y_6 = 1 + x + 0.045025x^2 - 0.027343749x^3$$

$$+ 0.010253906x^4 - 0.005126953125x^5$$

$$+ 0.002990722657x^6,$$

At last, for $\lambda = 0.0001$, the followings are obtained:

$$y_1 = 1 + x,$$
\[ y_2 = 1 + x + \frac{x^2}{4} - \frac{x^3}{24} + \frac{x^4}{64} - \frac{x^5}{128} + \frac{7x^6}{1536}, \]
\[ y_3 = 1 + x + 0.029975x^2 - 0.00416625x^3 + 0.015623437x^4 - 0.00781171875x^5 + 0.000455683598x^6, \]
\[ y_4 = 1 + x + 0.249975002x^2 - 0.0416625x^3 + 0.015623437x^4 - 0.007811718828x^5 + 0.00455683598x^6. \]

Now we tend the approximate solution, using by the Euler method. Firstly, we use formula:

\[ y_{n+1} = y_n + hF(x_n, y_n). \]

with \( F(x, y) = \sqrt{y}, \ h = 0.2 \) and \( x_0 = 0 \ y_0 = 1. \)

From the initial condition, \( y(0) = 1 \), we have \( F(0,1) = 1 \). We now proceed with the calculations computed as follows:

\[ y_1 = y_0 + hF(y_0, x_0) = 1 + 0.2 = 1.200, \]
\[ x_1 = x_0 + h = 1.000 + 0.200 = 1.200, \]
\[ y_2 = y_1 + hF(y_1, x_1) = 1.2 + 0.2 \cdot 1.095445115 = 1.419089023, \]
\[ x_2 = x_1 + h = 1.200 + 0.200 = 1.400, \]
\[ y_3 = y_2 + hF(y_2, x_2) = 1.419089023 + 0.2 \cdot 1.19125523 = 1.657340069, \]
\[ x_3 = x_2 + h = 1.400 + 0.200 = 1.600. \]

Finally, applying the Runge-Kutta method to the given initial value problem, we carry out the intermediate calculations in each step to give figures after the decimal point and round off the final results each step to four such places.

Here, \( F(x, y) = \sqrt{y}, \ x_0 = 0 \) and \( y_0 = 1 \), and we are to use \( h = 0.2 \). Using these quantities, we calculated, successively, \( k_1, k_2, k_3, k_4 \) and \( K_0 \) defined by:

\[ k_1 = hF(y_0, x_0), \]
\[ k_2 = hF \left( y_0 + \frac{h}{2}, x_0 + \frac{k_1}{2} \right), \]
\[ k_3 = hF \left( y_0 + \frac{h}{2}, x_0 + k_2 \right), \]
\[ k_4 = hF(y_0 + h, x_0 + k_3), \]

and \( K_0 = \frac{1}{6} (k_1 + 2k_2 + 2k_3 + k_4) y_{n+1} = y_n + K_0. \) Thus we find \( k_1, k_2, k_3 \) and \( k_4 \) for \( n = 0 \) as:

\[ k_1 = hF(x_0, y_0) = 0.2000000, \]
\[ k_2 = hF \left( x_0 + \frac{h}{2}, y_0 + \frac{k_1}{2} \right) = 0.209761769, \]
\[ k_3 = hF \left( x_0 + \frac{h}{2}, y_0 + k_2 \right) = 0.210266628, \]
\[ k_4 = hF(x_0 + h, y_0 + k_3) = 0.220020601. \]

So, \( y_1 = 1.2000000565 \) is obtained for \( x_1 = 0.2 \). On the other hand, we calculate \( k_1, k_2, k_3 \) and \( k_4 \) for \( n = 1 \) as:

\[ k_1 = hF(x_1, y_1) = 0.21999996, \]
\[ k_2 = hF \left( x_1 + \frac{h}{2}, y_1 + \frac{k_1}{2} \right) = 0.229782466, \]
\[ k_3 = hF \left( x_1 + \frac{h}{2}, y_1 + k_2 \right) = 0.230207801, \]
\[ k_4 = hF(x_1 + h, y_1 + k_3) = 0.240017279. \]

Hence, \( y_2 = 1.4300997194 \) is calculated for \( x_2 = 0.4 \).

Finally, we get \( k_1, k_2, k_3 \) and \( k_4 \) for \( n = 2 \) as:

\[ k_1 = hF(x_2, y_2) = 0.239999993, \]
\[ k_2 = hF \left( x_2 + \frac{h}{2}, y_2 + \frac{k_1}{2} \right) = 0.249790913, \]
\[ k_3 = hF \left( x_2 + \frac{h}{2}, y_2 + k_2 \right) = 0.2250191916, \]
\[ k_4 = hF(x_2 + h, y_2 + k_3) = 0.260014756. \]

Thus, \( y_3 = 1.689999654 \) is obtained for \( x_3 = 0.6 \).

After the necessary calculations shown above, a comparison is shown, schematically, in Figure 1.

On the other hand we show Tables 1 and 2 concerning the Picard iteration method, Euler method, Runge-Kutta method and the modified Krasnoselskii iteration method for different values of \( \lambda \). Picard iteration method for different values of \( \lambda \), Picard iteration method, Euler method and Runge-Kutta method.
Table 1. Comparison of the solutions obtained by the modified Krasnoselskii iteration method, Picard iteration method, Runge-Kutta method, and Euler method with the exact solution for different values of λ.

<table>
<thead>
<tr>
<th>x</th>
<th>λ = 0.0001</th>
<th>λ = 0.4</th>
<th>λ = 0.5</th>
<th>λ = 0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>y_1 = 1.2</td>
<td>y_1 = 1.2</td>
<td>y_1 = 1.2</td>
<td>y_1 = 1.2</td>
</tr>
<tr>
<td></td>
<td>y_2 = 1.2</td>
<td>y_2 = 1.2</td>
<td>y_2 = 1.2</td>
<td>y_2 = 1.2</td>
</tr>
<tr>
<td></td>
<td>y_3 = 1.2</td>
<td>y_3 = 1.2</td>
<td>y_3 = 1.2</td>
<td>y_3 = 1.2</td>
</tr>
<tr>
<td></td>
<td>y_4 = 1.2</td>
<td>y_4 = 1.2</td>
<td>y_4 = 1.2</td>
<td>y_4 = 1.2</td>
</tr>
</tbody>
</table>

Table 2. Absolute error of Example 1 for different values of λ (x = 0.2, x = 0.4 and x = 0.6, respectively).

<table>
<thead>
<tr>
<th>Absolute error table</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.4</td>
</tr>
<tr>
<td>0.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>x</th>
<th>Picard</th>
<th>Runge-Kutta</th>
<th>Euler</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>3 \times 10^{-4}</td>
<td>4.35 \times 10^{-7}</td>
<td>0.01</td>
</tr>
<tr>
<td>0.4</td>
<td>2.328 \times 10^{-3}</td>
<td>8.1 \times 10^{-8}</td>
<td>2.001977 \times 10^{-2}</td>
</tr>
<tr>
<td>0.6</td>
<td>7.309875 \times 10^{-3}</td>
<td>4.6 \times 10^{-7}</td>
<td>3.525931 \times 10^{-2}</td>
</tr>
</tbody>
</table>
\[ y' = \frac{y}{x + \ln y}, \quad y(1) = 1, \]  
subject to the initial condition.

In accordance with the nature of the given differential equation, we define:

\[ f(x, y) = \frac{y}{x + \ln y}, \quad f(1, 1) = 1 \neq 0, \]  

and \( \frac{dy}{dx} = -\frac{y}{(x + \ln y)^2} \). Thus, the function \( \frac{dy}{dx} \) is bounded in the rectangular domain including point \((1, 1)\). In this case, if \( y = y(x) \) is the local solution of this problem, then its inverse function is also the solution of:

\[ x' = g(y, x), \quad x(y_0) = x_0. \]  

Now, we state the method of successive approximation with \( g(y, x) = \frac{1}{f(x, y)} \). Hence the solution \( x = x(y) \) of Problem (4) is also the solution of the problem:

\[ y' = f(x, y), \quad y(x_0) = y_0, \]  

which is the inverse solution of Problem (4). Therefore:

\[ x_{n+1}(y) = x_0 + \int_{y_0}^{y} g(t, x_n(t))dt. \]

Thus:

\[ x_{n+1}(y) = 1 + \int_{1}^{y} g(t, x_n(t))dt \]

\[ = 1 + \ln y + \int_{1}^{y} \frac{x_n(t) + \ln(t)}{t}dt, \]

for \( x_0 = 1 \) and \( y_0 = 1 \). So, we may write:

\[ x_{n+1}(y) = 1 + \ln y + \int_{1}^{y} \frac{x_n(t)}{t}dt. \]

Using Theorem 1 and Corollary 1, since \( T = \int_{y_0}^{y} F(t, x_n(t))dt \), then \( T \) has a unique fixed point which is the unique solution of the differential equation \( y' = \frac{y}{x + \ln y} \), having the initial condition \( y(1) = 1 \).

Hence we approach the approximate solution, using the Picard iteration method. Thus:

\[ x_1(y) = 1 + \ln y + \frac{\ln^2 y}{2}, \]

\[ x_2(y) = 1 + \ln y + \ln^2 y + \frac{\ln^3 y}{6}, \]

\[ x_3(y) = 1 + \ln y + \ln^2 y + \frac{\ln^3 y}{3} + \frac{\ln^4 y}{24}. \]
Consequently, solution \( x = 2y - 1 - \ln y \) is obtained as \( n \to \infty \).

On the other hand the exact solution of the equation is \( x = 2y - 1 - \ln y \), which coincides with the approximate solution.

Now, applying the modified Krasnoselskii iteration method to the equation for \( \lambda = 0, 5 \), then:

\[
\begin{align*}
x_1(y) & = 1 + \ln y + \frac{\ln^2 y}{2}, \\
x_2(y) & = 1 + \ln y + \ln^2 y + \frac{\ln^3 y}{3}, \\
x_3(y) & = 1 + \ln y + \frac{3}{4} \ln^2 y + \frac{1}{6} \ln^3 y, \\
x_4(y) & = 1 + \ln y + \frac{7}{8} \ln^2 y + \frac{1}{4} \ln^3 y, \\
x_5(y) & = 1 + \ln y + \frac{13}{16} \ln^2 y + \frac{5}{24} \ln^3 y, \\
x_6(y) & = 1 + \ln y + \frac{27}{32} \ln^2 y + \frac{11}{48} \ln^3 y,
\end{align*}
\]

are obtained and also for \( \lambda = 0.9 \),

\[
\begin{align*}
x_1(y) & = 1 + \ln y + \frac{\ln^2 y}{2}, \\
x_2(y) & = 1 + \ln y + \ln^2 y + \frac{\ln^3 y}{3}, \\
x_3(y) & = 1 + \ln y + 0.55 \ln^2 y + 0.033 \ln^3 y, \\
x_4(y) & = 1 + \ln y + 0.955 \ln^2 y + 0.3033 \ln^3 y, \\
x_5(y) & = 1 + \ln y + 0.9005 \ln^2 y + 0.06003 \ln^3 y, \\
x_6(y) & = 1 + \ln y + 0.91855 \ln^2 y + 0.278973 \ln^3 y,
\end{align*}
\]

are calculated. At last, for \( \lambda = 0.01 \):

\[
\begin{align*}
x_1(y) & = 1 + \ln y + \frac{\ln^2 y}{2}, \\
x_2(y) & = 1 + \ln y + \ln^2 y + \frac{\ln^3 y}{3}, \\
x_3(y) & = 1 + \ln y + 0.995 \ln^2 y + 0.33 \ln^3 y, \\
x_4(y) & = 1 + \ln y + 0.99505 \ln^2 y + 0.350033331 \ln^3 y, \\
x_5(y) & = 1 + \ln y + 0.9950495 \ln^2 y + 0.330033333 \ln^3 y, \\
x_6(y) & = 1 + \ln y + 0.995049505 \ln^2 y + 0.3300333303 \ln^3 y,
\end{align*}
\]

are found.

Now, we tend the approximate solution using the Euler method. Firstly, we use formula:

\[
x_{n+1} = x_n + hg(y_n, x_n),
\]

with \( g(y, x) = \frac{x + \ln y}{y} \) and \( h = 0.2 \), such that \( f(x, y) = \frac{y}{x + \ln y} \).

From the initial condition \( y(1) = 1 \), we have \( x_0 = 1, y_0 = 1 \). We now proceed with the calculations starting with \( g(y_0, x_0) = g(1, 1) = 1.000 \), then:

\[
\begin{align*}
a) & \quad x_1 = x_0 + hg(y_0, x_0) = 1.200, \\
y_1 & = y_0 + h = 1.000 + 0.2 = 1.200, \\
b) & \quad x_2 = x_1 + hg(y_1, x_1) = 1.430386926, \\
y_2 & = y_1 + h = 1.2000 + 0.2 = 1.400. \\
c) & \quad x_3 = x_2 + hg(y_2, x_2) = 1.682795378, \\
y_3 & = y_2 + h = 1.400 + 0.2 = 1.600.
\end{align*}
\]

Finally, applying the Runge-Kutta method to the given initial value problem, we carry out the intermediate calculations in each step to give figures after the decimal point and round off the final results at each step to four such places.

Here, \( g(y, x) = \frac{x + \ln y}{y} \), \( x_0 = 1, y_0 = 1 \), and we are to use \( h = 0.2 \). Using these quantities, we calculate, successively, \( k_1, k_2, k_3, k_4 \) and \( K_0 \) defined by:

\[
\begin{align*}
k_1 & = hg(y_0, x_0), \\
k_2 & = hg(y_0 + h, x_0 + \frac{k_1}{2}), \\
k_3 & = hg(y_0 + h, x_0 + \frac{k_2}{2}), \\
k_4 & = hg(y_0 + h, x_0 + k_3),
\end{align*}
\]

and \( K_0 = \frac{1}{4}(k_1 + 2k_2 + 2k_3 + k_4) \). \( y_{n+1} = y_n + K_0 \). Thus, we find \( k_1, k_2, k_3, k_4 \) for \( n = 0 \) starting with \( g(1, 1) = 0.20000000 \), then:

\[
\begin{align*}
k_1 & = hg(y_0, x_0) = 0.20000000, \\
k_2 & = hg(y_0 + h, x_0 + \frac{k_1}{2}) = 0.217329123, \\
k_3 & = hg(y_0 + h, x_0 + \frac{k_2}{2}) = 0.218904498, \\
k_4 & = hg(y_0 + h, x_0 + k_3) = 0.23357675.
\end{align*}
\]

So, \( x_1 = 1.217667486 \) is obtained for \( y_1 = 1.20000000 \). On the other hand, we calculate \( k_1, k_2, k_3, k_4 \) for \( n = 1 \), as:
\[ k_1 = hg(y_1, x_1) = 0.23333507, \]
\[ k_2 = hg(y_1 + \frac{h}{2}x_1 + \frac{k_1}{2}) = 0.245645769, \]
\[ k_3 = hg(y_1 + \frac{h}{2}x_2 + \frac{k_1}{2}) = 0.246593002, \]
\[ k_4 = hg(y_1 + h, x_1 + k_3) = 0.257247534. \]

Hence \( x_2 = 1.463510256 \) is calculated for \( y_2 = 1.40000000 \).

Finally, we get \( k_1, k_2, k_3, k_4 \) for \( n = 2 \) as:
\[ k_1 = hg(y_2, x_2) = 0.257140356, \]
\[ k_2 = hg(y_2 + \frac{h}{2}x_2 + \frac{k_1}{2}) = 0.266339405, \]
\[ k_3 = hg(y_2 + \frac{h}{2}x_2 + \frac{k_1}{2}) = 0.266952675, \]
\[ k_4 = hg(y_2 + h, x_2 + k_3) = 0.27505832. \]

Thus, \( x_3 = 1.729974062 \) is obtained for \( y_3 = 1.60000000 \).

After the necessary calculations, the comparison is shown schematically in Figure 2.

Now we show Tables 3 and 4 concerning the Picard iteration method, Euler method, Runge-Kutta method and the modified Krasnoselskii iteration method for different values of \( \lambda \), the Picard iteration method, Euler method and Runge-Kutta method.

**Corollary 4.** If the approximate solution compares with the different values of \( \lambda \), then the conclusion may be presented using Table 3.

The best approximation may be obtained for different values of \( \lambda \), using the modified Krasnoselskii iteration method for \( x = 1.2 \), getting \( \lambda = 0.9 \), \( \lambda = 0.5 \) and \( \lambda = 0.001 \), respectively, in accordance with the solution of the Picard iteration method, Runge-Kutta method, Euler method and exact solution.

We obtained the solution for \( y = 1.4 \), then, taking \( \lambda = 0.9 \), \( \lambda = 0.5 \) and \( \lambda = 0.01 \), respectively, using the modified Krasnoselskii iteration method.

Similarly, we calculated the solution for \( y = 1.6 \), then, the approximation is found to be more sensitive than for \( \lambda = 0.9 \), \( \lambda = 0.5 \) and \( \lambda = 0.01 \), respectively, using the modified Krasnoselskii iteration method.

Consequently, the solution, using the modified Krasnoselskii iteration method, gives more accurate results than the solutions of the Picard iteration method, Runge-Kutta method and Euler method for different values of \( \lambda \).

**Corollary 5.** The absolute error of the modified Krasnoselskii iteration method, calculated for different values of \( \lambda \), is more effective than the Euler method but not better than the Runge-Kutta method and Picard iteration method, according to Table 4.

**Example 3.** Let us consider the differential equation
\[ y' = 2x(y + 1), \]  
subject to the initial condition:
\[ y(0) = 0. \]

Using Theorem 1 and Corollary 1, since \( T = \frac{1}{x_0} \int_{x_0}^x F(t, y_n(t))dt \), then \( T \) has a unique fixed point which is the unique solution of the differential equation \( y' = 2x(y + 1) \), having the initial condition \( y(0) = 0. \)

Firstly, we obtain the exact solution of the equation as \( y = e^{x^2} - 1. \) Then, we approach the approximate solution, using the Picard iteration method as follows:
\[ y_1 = x^2, \]
\[ y_2 = x^2 + \frac{x^4}{2}, \]
\[ y_3 = x^2 + \frac{x^4}{2} + \frac{x^6}{6}, \]
\[ y_4 = x^2 + \frac{x^4}{2} + \frac{x^6}{3!} + \frac{x^8}{4!}. \]
Table 3. Comparison of the solutions obtained by the modified Krasnosel’skii iteration method, Picard iteration method, Runge-Kutta method, and the Euler method with the exact solution for different values of $\lambda$.

<table>
<thead>
<tr>
<th>$y$</th>
<th>$\lambda = 0.01$</th>
<th>$\lambda = 0.5$</th>
<th>$\lambda = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1.198942132</td>
<td>1.198942132</td>
<td>1.198942132</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1.2175829</td>
<td>1.2175829</td>
<td>1.2175829</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1.217396492</td>
<td>1.208262515</td>
<td>1.200786007</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1.217398356</td>
<td>1.2129222707</td>
<td>1.21538833</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1.217398337</td>
<td>1.21059261</td>
<td>1.202314272</td>
</tr>
<tr>
<td>$x_6$</td>
<td>1.217398338</td>
<td>1.211757659</td>
<td>1.214547933</td>
</tr>
<tr>
<td>$x_1$</td>
<td>1.39307902</td>
<td>1.39307902</td>
<td>1.39307902</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1.462383543</td>
<td>1.462383543</td>
<td>1.462383543</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1.461690498</td>
<td>1.427731281</td>
<td>1.399882495</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1.461697428</td>
<td>1.443057412</td>
<td>1.456144866</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1.461697359</td>
<td>1.436394347</td>
<td>1.405611583</td>
</tr>
<tr>
<td>$x_6$</td>
<td>1.461697368</td>
<td>1.44072588</td>
<td>1.451091538</td>
</tr>
<tr>
<td>$x_1$</td>
<td>1.380155335</td>
<td>1.380155335</td>
<td>1.380155335</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1.725515509</td>
<td>1.725515509</td>
<td>1.725515509</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1.724064907</td>
<td>1.652985422</td>
<td>1.594615268</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1.724079413</td>
<td>1.689250466</td>
<td>1.712456633</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1.724079208</td>
<td>1.671117944</td>
<td>1.606067933</td>
</tr>
<tr>
<td>$x_6$</td>
<td>1.724079207</td>
<td>1.680184205</td>
<td>1.701878943</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$y$</th>
<th>Picard</th>
<th>Runge-Kutta</th>
<th>Euler</th>
<th>Exact solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1.198942132</td>
<td></td>
<td></td>
<td>$x_1 = 1.198942132$</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1.2175829</td>
<td>1.217667486</td>
<td>$x_2 = 1.2$</td>
<td>$x = 1.217678443$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1.21762894</td>
<td>1.39307902</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_4$</td>
<td>1.462383543</td>
<td>1.463510256</td>
<td>1.430386926</td>
<td>$x = 1.463527763$</td>
</tr>
<tr>
<td>$x_5$</td>
<td>1.462017508</td>
<td>1.580455335</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x_6$</td>
<td>1.725515509</td>
<td>1.729974062</td>
<td>1.682705378</td>
<td>$x = 1.729966371$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1.727548772</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Applying the modified Krasnosel’skii iteration method to the equation $\lambda = 0.5$, then:

- $y_1 = x^2$.
- $y_2 = x^2 + \frac{x^4}{2}$.
- $y_3 = x^2 + \frac{x^4}{4}$.
- $y_4 = x^2 + \frac{3x^4}{8}$.
- $y_5 = x^2 + \frac{5x^4}{16}$.
- $y_6 = x^2 + \frac{11x^4}{32}$,

are found. And, also, for $\lambda = 0.01$:

- $y_1 = x^2$.
- $y_2 = x^2 + \frac{x^4}{2}$.
- $y_3 = x^2 + 0.0495x^4$.
- $y_4 = x^2 + 0.0495005x^4$.
- $y_5 = x^2 + 0.04950495x^4$.
- $y_6 = x^2 + 0.0495049505x^4$. 
Table 4. Absolute error of Example 2 for different values of \( \lambda \) \((y = 1.2, y = 1.4 \) and \( y = 1.6, \) respectively).

<table>
<thead>
<tr>
<th>( y )</th>
<th>( \lambda = 0.01 )</th>
<th>( \lambda = 0.5 )</th>
<th>( \lambda = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2</td>
<td>0.000280105</td>
<td>0.003920784</td>
<td>0.00313249</td>
</tr>
<tr>
<td>1.4</td>
<td>0.00013830403</td>
<td>0.022801883</td>
<td>0.012436265</td>
</tr>
<tr>
<td>1.6</td>
<td>0.000517101</td>
<td>0.049854321</td>
<td>0.028117428</td>
</tr>
</tbody>
</table>

are calculated. At last, for \( \lambda = 0.9 \), then:

\[
y_1 = x^2,
\]
\[
y_2 = x^2 + \frac{x^4}{2},
\]
\[
y_3 = x^2 + 0.05x^4,
\]
\[
y_4 = x^2 + 0.0455x^4,
\]
\[
y_5 = x^2 + 0.0005x^4,
\]

are obtained.

Now we tend the approximate solution, using the Euler method. Firstly, we use formula:

\[
y_{n+1} = y_n + hF(x_n, y_n),
\]

with \( F(x, y) = 2x(y + 1), h = 0.2 \) and \( x_0 = 0 \) \( y_0 = 0 \).

From the initial condition \( y(0) = 0 \), we have \( F(0, 0) = 0 \). We now proceed where the calculations:

\[
y_1 = y_0 + hF(y_0, x_0) = 0 + 0.2 \cdot 0.0000 = 0.000000,
\]
\[
x_1 = x_0 + h = 0.0000 + 0.2000 = 0.200000.
\]
\[
y_2 = y_1 + hF(y_1, x_1) = 0.0 + 0.2 \cdot 0.4 = 0.080000,
\]
\[
x_2 = x_1 + h = 0.2000 + 0.2000 = 0.400000.
\]
\[
y_3 = y_2 + hF(y_2, x_2) = 0.08 + 0.2 \cdot 0.864 = 0.25528,
\]
\[
x_3 = x_2 + h = 0.4000 + 0.2000 = 0.600000.
\]

Finally, applying the Runge-Kutta method to the given initial value problem, we carry out the intermediate calculations in each step to give figures after the decimal point, and round off the final results at each step to four such places.

Here, \( F(x, y) = 2x(y + 1), x_0 = 0, y_0 = 0, x_{n+1} = x_n + h \) and we are to use \( h = 0.2 \). Using these quantities, we calculated, successively, \( k_1, k_2, k_3, k_4 \) and \( K_0 \) defined by:

\[
k_1 = hF(x_0, y_0),
\]
\[
k_2 = hF(x_0 + \frac{h}{2}, y_0 + \frac{k_1}{2}),
\]
\[
k_3 = hF(x_0 + \frac{h}{2}, y_0 + \frac{k_1}{2}),
\]
\[
k_4 = hF(x_0 + h, y_0 + k_3),
\]

and \( K_0 = \frac{h}{6}(k_1 + 2k_2 + 2k_3 + k_4)y_{n+1} = y_n + K_0 \). Thus we find \( k_1, k_2, k_3 \) and \( k_4 \) for \( n = 0, \) as:

\[
k_1 = hF(x_0, y_0) = 0.00000000,
\]
\[
k_2 = hF(x_0 + \frac{h}{2}, y_0 + \frac{k_1}{2}) = 0.04,
\]
\[
k_3 = hF(x_0 + \frac{h}{2}, y_0 + \frac{k_1}{2}) = 0.0408,
\]
\[
k_4 = hF(x_0 + h, y_0 + k_3) = 0.083264.
\]

So, \( y_1 = 0.040810666 \) is obtained for \( x_1 = 0.2 \).

On the other hand, we calculated \( k_1, k_2, k_3 \) and \( k_4 \) for \( n = 1 \) as:

\[
k_1 = hF(x_1, y_1) = 0.083264853,
\]
\[
k_2 = hF(x_1 + \frac{h}{2}, y_1 + \frac{k_1}{2}) = 0.129893171,
\]
\[
k_3 = hF(x_1 + \frac{h}{2}, y_1 + \frac{k_1}{2}) = 0.13269087,
\]
\[
k_4 = hF(x_1 + h, y_1 + k_3) = 0.187760245.
\]

Hence, \( y_2 = 0.173509292 \) is calculated for \( x_2 = 0.4 \).

Finally, we get \( k_1, k_2, k_3, k_4 \) for \( n = 2, \) as:

\[
k_1 = hF(x_2, y_2) = 0.187761524,
\]
\[
k_2 = hF(x_2 + \frac{h}{2}, y_2 + \frac{k_1}{2}) = 0.253478058,
\]
\[
k_3 = hF(x_2 + \frac{h}{2}, y_2 + \frac{k_1}{2}) = 0.260049711,
\]
\[
k_4 = hF(x_2 + h, y_2 + k_3) = 0.344054217.
\]

Hence, \( y_3 = 0.433321409 \) is obtained for \( x_3 = 0.6 \).

After the necessary calculations done above, the comparison is shown schematically in Figure 3.

We may present the results given in Tables 5 and 6.
Table 5. Comparison of the solutions obtained by the modified Krasnoselskii iteration method, Picard iteration method, Runge-Kutta method, Euler method with the exact solution for different values of $\lambda$.

<table>
<thead>
<tr>
<th>Modified Krasnoselskii iteration</th>
<th>$\lambda = 0.01$</th>
<th>$\lambda = 0.5$</th>
<th>$\lambda = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 0.2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_1 = 0.04$</td>
<td>$y_1 = 0.04$</td>
<td>$y_1 = 0.04$</td>
<td></td>
</tr>
<tr>
<td>$y_2 = 0.0408$</td>
<td>$y_2 = 0.0408$</td>
<td>$y_2 = 0.0408$</td>
<td></td>
</tr>
<tr>
<td>$y_3 = 0.040792$</td>
<td>$y_3 = 0.04014$</td>
<td>$y_3 = 0.04008$</td>
<td></td>
</tr>
<tr>
<td>$y_4 = 0.04079208$</td>
<td>$y_4 = 0.0406$</td>
<td>$y_4 = 0.040728$</td>
<td></td>
</tr>
<tr>
<td>$y_5 = 0.040792079$</td>
<td>$y_5 = 0.0405$</td>
<td>$y_5 = 0.040148$</td>
<td></td>
</tr>
<tr>
<td>$y_6 = 0.040792079$</td>
<td>$y_6 = 0.04055$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $x = 0.4$                        |                  |                  |                  |
| $y_1 = 0.16$                     | $y_1 = 0.16$     | $y_1 = 0.16$     |
| $y_2 = 0.1728$                   | $y_2 = 0.1728$   | $y_2 = 0.1728$   |
| $y_3 = 0.173572$                 | $y_3 = 0.1664$   | $y_3 = 0.16128$  |
| $y_4 = 0.17357328$               | $y_4 = 0.1696$   | $y_4 = 0.171648$ |
| $y_5 = 0.173573267$              | $y_5 = 0.168$    | $y_5 = 0.162368$ |
| $y_6 = 0.173573267$              | $y_6 = 0.1688$   |                  |

| $x = 0.6$                        |                  |                  |                  |
| $y_1 = 0.36$                     | $y_1 = 0.36$     | $y_1 = 0.36$     |
| $y_2 = 0.4248$                   | $y_2 = 0.4248$   | $y_2 = 0.4248$   |
| $y_3 = 0.424152$                 | $y_3 = 0.3924$   | $y_3 = 0.36648$  |
| $y_4 = 0.42415848$               | $y_4 = 0.4086$   | $y_4 = 0.418968$ |
| $y_5 = 0.424158415$              | $y_5 = 0.4005$   | $y_5 = 0.371728$ |
| $y_6 = 0.42415845$               | $y_6 = 0.40455$  |                  |

<table>
<thead>
<tr>
<th>Picard</th>
<th>Runge-Kutta</th>
<th>Euler</th>
<th>Exact solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 0.2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_1 = 0.04$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_2 = 0.0408$</td>
<td>$y_1 = 0.040810666$</td>
<td>$y_1 = 0$</td>
<td>$y = 0.040810774$</td>
</tr>
<tr>
<td>$y_3 = 0.040810666$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_4 = 0.04081072$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_1 = 0.16$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_2 = 0.1728$</td>
<td>$y_1 = 0.181332873$</td>
<td>$y_1 = 0.08$</td>
<td>$y = 0.173510871$</td>
</tr>
<tr>
<td>$y_3 = 0.173482666$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_4 = 0.173500972$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_1 = 0.36$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_2 = 0.4248$</td>
<td>$y_1 = 0.44287682$</td>
<td>$y_1 = 0.252$</td>
<td>$y = 0.433329414$</td>
</tr>
<tr>
<td>$y_3 = 0.432576$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_4 = 0.43327584$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Corollary 6. If the approximate solution compares with the different values of $\lambda$, then the conclusion may be given using Table 5.

The best approximation may be obtained for different values of $\lambda$, such as $\lambda = 0.9$, $\lambda = 0.5$ and $\lambda = 0.01$, respectively, using the modified Krasnoselskii iteration method for $x = 0.2$, $x = 0.4$ and $x = 0.6$, in accordance with the solution, using the Picard iteration method Runge-Kutta method, Euler method and the exact solution.

As seen in Table 5, if numerical methods, such as the Runge-Kutta method, Euler method, Picard iteration method and modified Krasnoselskii iteration method are used in order to get the best approximation of each for different values of $\lambda$ such as $\lambda = 0.9$, $\lambda = 0.5$ and $\lambda = 0.01$, respectively, then it is concluded that the modified Krasnoselskii iteration method is more effective than the Picard iteration method and Runge-Kutta method, but not the Euler method, in accordance with the exact solution.

Corollary 7. The absolute error of the modified Krasnoselskii iteration method is computed for different values of $\lambda$ and is found to be more effective than
Figure 3. Comparison of the exact solution with the approximation solution of Example 3 for different values of $\lambda$.

Table 6. Absolute error of Example 3 for different values of $\lambda$ ($x = 0.2$, $x = 0.4$ and $x = 0.6$, respectively).

<table>
<thead>
<tr>
<th>Absolute error table</th>
<th>$\lambda = 0.01$</th>
<th>$\lambda = 0.5$</th>
<th>$\lambda = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x=0.2$</td>
<td>$1.9084 \times 10^{-5}$</td>
<td>$2.00774 \times 10^{-4}$</td>
<td>$6.65974 \times 10^{-4}$</td>
</tr>
<tr>
<td>$x=0.4$</td>
<td>$8.37604 \times 10^{-4}$</td>
<td>$4.71087 \times 10^{-3}$</td>
<td>$1.11907 \times 10^{-2}$</td>
</tr>
<tr>
<td>$x=0.6$</td>
<td>$9.13769 \times 10^{-3}$</td>
<td>$2.87414 \times 10^{-2}$</td>
<td>$6.15634 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

the Euler method, but not better than the Runge-Kutta method and the Picard iteration method, in accordance with Table 6.

4. Conclusion

In this paper, we applied Picard iteration and modified Krasnoselskii iteration methods, selecting different types of example and also compared the results using the Runge-Kutta method and the Euler method, with the exact solution. In the conclusion, the comparisons indicate that there is very good agreement between the numerical solution and the exact solution in terms of accuracy.

The result shows that the modified Krasnoselskii iteration method is very effective and convenient for solving different types of equations having initial conditions, with respect to other methods in the literature.
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