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**Abstract.** In the present work, characterization of the surface trenches and vacancies with Amplitude Modulation AFM (AM-AFM) using Molecular Dynamics (MD) is simulated and the effects of the tip shape on the resulting images are investigated. The simulated system includes a recently developed gold coated AFM probe which interacts with a sample including a surface trench or a single-atom vacancy. In order to examine the behavior of the above system, including different transition metals, a Molecular Dynamics (MD) simulation with Sutton-Chen (SC) interatomic potential is used. Special attention is dedicated to the study of tip geometry effects such as the tip apex radius, the tip cone angle, the probe tilt angle, the tip apex atoms number, and the tip axis direction with respect to the FCC lattice structure on the resulting images.
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**INTRODUCTION**

The Atomic Force Microscope (AFM) has evolved into a useful device for obtaining atomic resolution images of the surfaces of metals, biomaterials, dielectrics, semiconductors and polymers [1]. Particularly, AFM-based systems supply additional abilities and benefits relative to other microscopic methods, such as Scanning Electron Microscopy (SEM) and Transmission Electron Microscopy (TEM), with regard to studies of metallic surfaces and microstructures by providing reliable measurements at the nanometer scale [2,3]. The AFM key component is its tip, because the AFM tip interacts with the sample and measures the surface topography. The problem with tip geometry most often occurs when imaging specimens are smaller than 500 nm in size, which includes many samples. If the tip is much sharper than the sample feature, the true edge profile of the feature is represented. On the other hand, the tip apex profile has a profound effect on the observed atomic image when the tip size is equal to or larger than the specimen surface features [4]. The influence of probe tip shape on the reactive forces between tip and sample was investigated and it was demonstrated that the general surface topography could be measured even when a flat tip probe was used due to the periodicity of the sample surface [5]. Yan et al. [6] presented an experimental calibration method measuring three-dimensional scratching forces on the AFM nanoscratching process. They studied the effects of tip geometry on scratching forces, friction coefficient and specific energy. Imaging of the surface trenches with the AFM probe presents significant challenges due to the sharp step edges that disturb the tool and prevent it from effectively measuring the sample topography [7]. Although considerable progress has been made in the investigation of the tip structure effect on the mechanical imaging of a wide range of nanostructures, there still remain significant matters to be addressed, such as characterization of small trenches with width and depth on the order of a few nanometers, development of accurate simulation methods, and study of the effects of tip geometry on the imaging of these features.

As the main challenge of working at the nanoscale, understanding the atomic processes occurring at the tip-sample interface is a fundamental concept...
relevant to many technological problems. So far, approximate models based on van der Waals and contact forces have played a strong role in the modeling of these interfacial interactions [8,9]. However, in most cases, these methods do not consider the individual atomic interactions and, hence, the realization of imaging with true atomic resolution. One of the simulation tools at the atomic scale is Molecular Dynamics (MD). This approach has been utilized in the modeling of interfacial processes, such as friction, tribology, indentation, adhesion, and manipulation [10-15], at the nanoscale. Recently, some research has been devoted to modeling tip-sample interaction in the imaging process by molecular dynamics [16-20]. As one of the initial theoretical studies in the field of AFM images [21], models of a single-atom tip or multiple-atom diamond tips were used to simulate scanning a graphite surface. Along this line, the effects of diamond tip orientation and its apex structure on force distributions and resulting images were investigated. In a recent work, Solares et al. [20] investigated the influence of the carbon nanotube probe tilt angle on the effective probe stiffness and image quality using MD simulations. In another work [16], Pishkenari and Meghdadi simulate surface defect characterizations with frequency and force modulation AFM with the aid of the MD method. In this study, an online imaging simulation of the probe and sample is performed, and the effects of different system parameters on the resulting images were investigated. In a different research [18], Trevethan and Kantorovich, using model systems consisting of ionic tips interacting with ionic surfaces, performed Nonequilibrium molecular dynamics simulations of atomic scale imaging in Non-Contact Atomic Force Microscopy (NC-AFM), at a close approach to the surface, to investigate the hysteresis mechanism observed in the experiments. On the other hand, using model systems consisting of metallic tips interacting with metallic surfaces, the effects of different system parameters such as environmental temperature, tip orientation, surface plane direction, system size, and the distance of the closest approach and tip oscillation frequency on the dissipated energy in NC-AFM were investigated [17].

In our research, the MD simulation method is used for detection of a sample surface with a gold coated nano probe. Due to enhancing the laser reflectivity of the cantilever, the gold coating can be used in various special applications [22]. The gold coated probe is particularly attractive for applications in the fields of biology and life sciences, such as force spectroscopy, binding force spectroscopy and chemical spectroscopy [16,17,23].

In this paper, the effects of tip geometry on the characterization of surface trench and vacancy are investigated. Along this line, different tip geometry effects including tip apex radius, tip cone angle, probe tilt angle, tip apex atoms number and tip surface plane are considered. The specimen surface is characterized with a gold coated probe using Amplitude Modulation Atomic Force Microscopy (AM-AFM). AM-AFM [3] is the most common dynamic imaging mode, which uses a driving force of constant amplitude and frequency to excite the cantilever. In this mode, the cantilever height above the surface is adjusted to keep the tip motion amplitude at a constant value (amplitude set-point). The specimen topography is directly obtained from the cantilever base height as a function of its horizontal position.

Another challenge in the present model is the combination of MD and the cantilever dynamics, in spite of their different time and length scaling. In multi-scale modeling, both methods are run simultaneously and a shaking hard area is utilized to connect them together [24]. As a more feasible and simple alternative approach for combination, one can consider these two sub-models (MD and the cantilever dynamics) separately. In this combined technique, which is used in the present work, force data calculated by MD simulations is used in the cantilever dynamics simulations.

The following sections of this paper include an explanation of the AFM model, a description of the simulation method and an investigation of the different tip shape effects on the imaging quality.

**AFM Model**

The AFM cantilever lumped-parameter model that has been extensively used [3] is as follows:

\[
\frac{d^2y}{dt^2} = -\mu \frac{dy}{Q \frac{d\tau}{k} + \left( \frac{f_{\text{tip-sample}}}{k} - y \right) \mu^2},
\]

where \( \tau = v_0 t \) is the dimensionless time \( v_0 \) is the cantilever natural frequency in free vibration, \( y \) is the instantaneous tip position with respect to its equilibrium rest position \( y_e \), \( k \) is the cantilever stiffness, \( \mu = 2\pi \), \( Q \) is the cantilever quality factor, \( f \) is the excitation force amplitude, \( v = v/v_0 \) is the dimensionless force and \( f_{\text{tip-sample}} \) is the vertical component of the tip-sample interaction force calculated through molecular dynamics.

**Simulation Method**

The MD simulation method is used for simulation of the interactions between the specimen surface and a gold coated nano probe (Figure 1). In our conducted simulations, the probe tip is modeled by a cone with a sphere embedded in the end that is made up of gold atoms with a FCC lattice structure. The sample is a
cubic lattice of Ag atoms with a FCC lattice structure including a surface trench (Figure 1).

In all simulations, the tip and sample planes are considered to be (0 1 0), unless a different plane is assigned. The significance and accuracy of the MD simulations in reproducing the experimental observation depends entirely on the realistic choice of a potential energy function. A variety of interatomic potentials for modeling the physics of different classes of material have been developed. The simplest potential, the Lennard-Jones potential, does not incorporate the many-body effects, because it is a two-body potential, and the two-body potential of metals has neither environmental dependence nor accounts for the directional nature of the bonding. The major physical characteristic of the many-body potential is that the bonds become weaker when the local environment becomes more condensed [25, 26]. We have used a multi-body long-range potential proposed by Sutton and Chen [27], which has been extensively applied in physical investigations of FCC metals [13-17]. The SC potential was created for explanation of the energetics of the ten FCC elemental metals. This potential is particularly designed to model the mechanical interactions of clusters of atoms, such as the interaction of an atomically sharp tip with a flat substrate [25]. The general form of the SC potential is [27]:

\[ E^{SC} = \frac{1}{2} \sum_i \sum_{j \neq i} V(r_{ij}) - \varepsilon c \sum_i \sqrt{\rho_i}, \quad (2) \]

\[ V(r_{ij}) = \varepsilon \left( \frac{a}{r_{ij}} \right)^n, \quad \rho_i = \sum_{j \neq i} \left( \frac{a}{r_{ij}} \right)^m, \quad (3) \]

where \( \varepsilon \) is a parameter with an energy dimension, \( a \) is a parameter with the dimension of length and is normally taken to be the equilibrium lattice constant, and \( m, n (n > m) \) and \( c \) are positive constants. The use of a SC potential has been extended to binary alloys by Rafii-Tabar and Sutton [28] and will be utilized to model the interactions of unlike materials (e.g. between tip and substrate) in our studies. The system includes two kinds of atoms, namely, boundary atoms and thermostat atoms; thermostat atoms obey Newton’s second law. The velocities of thermostat atoms are adjusted at every specific time step of the computation in order to stabilize the average temperature of the thermostat layers at 0.1 K. Since at higher temperatures, thermal fluctuations produce a noise and avoid a reliable determination of the force, the environment temperature is set to be 0.1 K. In the simulations, Nosé-Hoover dynamics [29,30] are utilized as a heat bath to impose the environment temperature on the system. Accordingly, equations of motions in the velocity Verlet form have been used for the simulations [31]. The top layer of the tip and the bottom of the substrate are boundary layers and are fixed in space. These sites serve to reduce the edge effects and maintain the proper symmetry of the lattice.

The MD simulations consist of equilibrium (relaxation) and approaching movement stages. To avoid the effect of the long-range attractive force between tip and substrate in the equilibrium phase, they were positioned 20 Å apart. In this stage, at first, the initial positions of the tip and substrate atoms are assigned according to their crystalline structures, respectively, and the initial velocities are assigned randomly in accordance with the environment temperature. Next, both the tip and the substrate are allowed to be relaxed to their equilibrium atomic configurations due to the interatomic forces acting on each individual atom. In the second stage of the MD simulation, the tip approaches the surface vertically with a uniform movement of all the tip atoms, and in each vertical position, the vertical force is determined by the MD simulation code. The interaction force is defined as the total force exerted on all atoms of the tip. To calculate the interaction force as a function of the tip vertical position, the tip must approach the surface. In order to compute the tip-sample interface force at a fixed horizontal position (i.e. at a point \((x, y)\)), the tip approaches the sample vertically, and in each vertical position, the vertical force is determined by the MD simulation code. If this process is done in other horizontal positions, the interaction force can be obtained as a function of \(x\) and \(y\), i.e. \(F_{int}(x, y)\). The tip height is measured as the distance between the lowest tip atom (the apex atom) and the surface after the initial atomic relaxation (when the tip and surface are 20 Å apart), and prior to local atomic relaxation caused by tip and sample interactions.

The interaction force in different horizontal positions considerably changes, and in fact this distinction will create a difference in topography. The control of the cantilever’s vertical position in AM-AFM was performed through a proportional-integral loop based
on the following formula [7]:

\[ y_c(j + 1) = y_c(j) - p(A(j) - A_{\text{setpoint}}) - i \sum_{i=j}^{j} (A(i) - A_{\text{setpoint}}). \]  

(4)

Here, \( y_c \) is the cantilever vertical position and \( A \) is the effective tip oscillation amplitude. AM-AFM’s response follows changes in the oscillation amplitude, which is approximately linearly dependent on the cantilever position with respect to the specimen skin [7].

When the microcantilever travels horizontally over the surface, the interaction force data is continuously updated to reflect the changes in the relative horizontal position of the tip and the sample. In order to have a stable oscillation on the sample surface, the tip was brought into oscillation in the first (left) point for 100 steps \( (j = 100 \) is equivalent to time \( = 0.001 \text{s} \) before traveling from left to right. Along this line, the sample topography can be calculated at each horizontal position, based on the difference of the cantilever vertical position and the set-point amplitude (i.e. \( y_c - A_{\text{setpoint}} \)).

The AFM system parameters selected for simulations are as follows. The cantilever force constant is set to \( k = 1 \text{ N/m} \), the cantilever quality factor is \( Q = 10 \), the cantilever free resonant frequency and the excitation frequency are \( v_0 = 100 \text{ kHz} \), and the free oscillation amplitude is set to be \( A_0 = 10 \text{ nm} \).

The amplitude setpoint and scan speed are two parameters which can significantly affect the resulting image. When the amplitude setpoint decreases, the maximum repulsive force increases and leads to larger deformations of the tip and sample. On the other hand, increasing the scan speed decreases the image accuracy and also leads to a lateral shift of the surface image in the scan direction. Figure 2 shows a trench image taken by AM-AFM for two amplitude setpoints, \( A_{\text{setpoint}} = 9.9, 5 \text{ nm} \), and compares them to the actual geometry of the trench and to the image obtained by a non-deformable tip and sample. The trench width and depth are 4.9 nm and 2 nm, respectively; the tip diameter is 4.1 nm. The image obtained by the rigid tip and sample is different from the true trench geometry because the probe width is greater than zero, which prevents its axis from contacting the side walls when it is inside the trench. Due to an increase in the sample deformation for \( A_{\text{setpoint}} = 5 \text{ nm} \), the precision of the image with respect to the real surface geometry decreases, while at higher amplitude setpoint, \( A_{\text{setpoint}} = 9.9 \text{ nm} \), the maximum repulsive force and sample deformation decrease and, therefore, the image resolution improves. In fact, AFM technique accuracy is limited by elastic deformations, which change the sample topography. Another striking feature depicted in Figure 2 is the effect of scan speed on topography, which is illustrated by the lateral shift of the image. In summary, during scanning, three major TM-AFM artifacts can appear:

1. Increase of profile width, due to tip-sample convolution
2. Decrease of image height, due to elastic deformation of the tip and sample.
3. Lateral shift of image, due to non-zero scan speed.

In the following sections of the paper, the amplitude setpoint is set to be \( A_{\text{setpoint}} = 9.9 \text{ nm} \) to reduce the artefact of the tip-sample elastic deformation.

Figure 3 shows the effect of tip radius on the measured topography. In this simulation, the surface trench width and depth are 9.8 nm and 4.1 nm, respectively, the tip cone angle is 10 degrees, and the simulated values for the tip apex diameter are 0.82 nm, 4.08 nm, 8.16 nm, 16.32 nm and 32.64 nm. As expected, when tip diameter increases, it fails to measure the surface trench effectively (Figure 3). In fact, when the sample feature is sharper than the tip, the image will be dominated by the shape of the tip. Since tips with larger radii have a lower flexibility, the height lowering is smaller in these larger tips.

**Figure 2.** The effect of amplitude set-point on the measured topography. The image taken by AM-AFM is impressed by different phenomena including the tip-sample deformation, the tip-sample convolution and scan speed effect.

**Figure 3.** Tip apex diameter effect on the measured topography.
The effect of tip side wall angles on the measured topography is depicted in Figure 4. In the conducted simulation, the surface trench width and depth are 6.5 nm and 4.1 nm, respectively, and the tip apex diameter is 2.5 nm. The simulated tip cone angles include 10°, 40°, 60° and 90°. As Figure 4 depicts, sharper tips (tips with a lower cone angle) reproduce more accurate images of the surface trenches. Indeed, surface features with a sidewall angle larger than the tip sidewall angle cannot be measured successfully; on the other hand, large values of tip cone angle prevent the probe from touching the trench depth effectively.

One of the imaging artifacts in an AFM image arises from the probe tilt angle, with respect to the axis normal to the surface. In this simulation, the surface trench width and depth are 7.4 nm and 4.1 nm, respectively; the tip cone angle is 1 degree and its apex diameter is 2.5 nm. The simulated tip tilt angles include 0°, 10°, 20° and 40°. Figure 5 illustrates how the tip tilt angle affects the image quality. Despite the symmetric trench, the measured topography is not symmetric and depends on the scanning direction. The difference between the measured and the real topography increases with increasing the tilt angle.

One of the tip geometry parameters affecting the sample topography is the tip flatness, or on the other hand, the number of tip apex atoms. When the number of tip apex atoms increases (at the nearest layer of the tip to the sample skin), the tip fails to track the sample surface effectively. Figure 6 shows how the number of tip apex atoms affects the measured topography of a surface trench. In the conducted simulation, the trench width and depth are 3.3 nm and 2.5 nm, respectively, and the tip diameter and cone angle are 1.6 nm and 1°, respectively. If a bottom layer of tip “i” is removed, tip “i + 1” is generated. In order to illustrate the effect of the number of tip apex atoms, another simulation is performed. In this simulation, a sample with a single-atom vacancy is studied. Figure 7 shows that only tip 1 is able to detect the vacancy site in the sample.

In different planes (different directions) of the FCC lattice structure, the atoms placement and density are unlike. Since the tip axis direction (the axis normal to the surface), with respect to the FCC lattice structure, can affect the interaction force between tip and sample, the effect of this parameter on the measured topography is investigated. Figure 8 shows three tips with different axis directions, the same tip diameter of 4.1 nm and also the tip-sample interaction.
force for these three tips when the tip is over an Ag atom of the surface. It is expected that these tips interact differently with the sample due to their distinct atom placements and normal forces. The tip with an axis direction $(-1 2 -1)$ has the maximum interaction force, with respect to other directions, because, in this direction of the tip, the density of atoms is more than in other directions. Figures 9 and 10 show how the tip axis direction, with respect to the FCC lattice structure, can affect image quality in the characterization of a sample with a surface trench and a sample with a single-atom vacancy. The trench width and depth are 4.9 nm and 2 nm, respectively. As can be seen, three different tips can image the trench approximately with similar quality. Although all the tips can detect the vacancy site, it seems that the tip with the axis direction of $(0 1 0)$ can better illustrate the existence of vacancy. However, this result cannot be generalized to the other samples with different geometries and different surface planes.

CONCLUDING REMARKS

The work presented here, similar to other theoretical studies, involves some limitations that need attention in order to understand its applicability. It must be noted that the use of gold coated nano probes is generally limited, and, therefore, the simulations performed with parameters corresponding to gold material approximately measure what one might observe using other tip materials that have similar geometry. Nonetheless, this research presents a computational study of AM-AFM in measuring the topography of nanoscale surface trenches, and along this line, the different influences of the tip geometry on the resulting images are investigated. Some of the main conclusions demonstrating the effects of the different parameters on the topography measurements are as follows:

- The geometry of the tip superimposes itself on the raw scan data measured from the specimen. In fact, the sample profile width is increased due to the tip-sample convolution.
- The sample height is decreased because of the tip and sample elastic deformations.
- Since the scanning speed is a value more than zero, the image is shifted laterally in the scanning direction.
- Tips with large radii are not able to detect small trenches. When the sample feature is sharper than the tip, the image will be dominated by the shape of the tip. Since tips with larger radii have a lower flexibility, the height lowering is smaller in these larger tips.
- Surface features with sidewall angles larger than the tip sidewall angle cannot be measured successfully.
- The tip tilt angle leads to an unsymmetrical image of the trench.
- When the number of tip apex atoms at the nearest layer of the tip to the sample skin increases, the tip is not able to scan the sample surface suitably. For instance, the results show that only the tip with one atom at its apex can detect the vacancy site in a sample with a single-atom vacancy.

**Figure 8.** Tip-sample interaction force for three different tips. The structure of three tips with different axis directions and the same tip radius are shown in the figure as well.

**Figure 9.** Characterization of a surface trench (tip axis direction effect).

**Figure 10.** Characterization of the vacancy site (tip axis direction effect).
The tip axis direction, with respect to the FCC lattice structure, has a profound effect on the tip-sample interaction force and, so it affects the measured topography of the sample skin.
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