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Fuzzy Image Processing for Diagnosing
Inammation in Pulmonary Biopsies

M.H. Fazel Zarandi1;�, M. Moeen2, Sh. Norouzzadeh1 and Sh. Teimourian2

Abstract. This paper proposes a new approach to diagnose the degree of inammation in digital
images of pulmonary biopsies, provided by a digital camera through a microscope. Diagnosing is done by
detecting thick epithelium cell layers around the vessels and bronchus in tissue images. For analyzing the
complex images of tissue, a fuzzy image processing procedure consisting of �ve main stages is presented.
The �rst stage is decreasing the complexity of the images by using image pre-processing methods for
enhancement and smoothing the image with a Gaussian low pass �lter in order to highlight important
details and ignore the unnecessary parts of the image. The second stage is segmentation by using a fuzzy
c-means clustering algorithm and fuzzy canny edge detection. This step works as a data reduction method
as well as object recognition. Feature extraction, the third stage, will be done by using a fuzzy Hough
transform. After extracting features such as bronchioles and vessels from the image, the fourth stage will
be analysis and reasoning by a fuzzy inference system, which is a hybrid of the Mamdani and Logical
modeling system with a Yager parametric operator. The last stage is tuning system parameters and the
learning process with a feed forward neural network. The output of the proposed algorithm is the degree
of inammation inferred by the fuzzy inference system. The proposed approach is user friendly with low
computational time and the results are more precise, reliable and acceptable to experts and physicians.

Keywords: Image processing; Fuzzy modeling; Fuzzy cluster analysis; Inammation; Pulmonary; Canny
edge detection; Hough transform; RGB image.

INTRODUCTION

As technology has thrived during the past years,
air pollution has increased and become the cause of
many respiratory diseases. Diagnosis of these primary
problems can prevent many diseases and catastrophes
such as asthma and lung cancer. However, as
preliminary diseases become more prevalent, we need
to improve current diagnostic techniques to provide
patients with better treatment options. In this study,
we are going to develop a model to diagnose allergic
asthma, which replicates the chronic inammatory
and epithelial changes of the vessels and bronchioles
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in pulmonary biopsies. To study the mechanisms of
the remodeling processes and the relationship between
resulting structural changes and airway dysfunction,
it is crucial that the methods used to quantify these
structural changes are well characterized, reproducible
and responsive [1]. A morphometric technique is
characterized to quantify changes in the extra cellular
matrix and contractile tissue as two indices of airway
remolding [2]. Accumulation of inammatory cells
and exudates increases the airway smooth muscle
mass [3]. The deposition of connective tissue and
epithelial hyperplasic may all contribute to thickening
of the airway wall, which appears to be the basis
for excessive diminution of the airow that accom-
panies broncho-constriction in asthmatics [4]. The
type of coloring for the used biopsies is Hematoxylin
Cromotrop 2 � r which is used widely for pulmonary
biopsies.

Accurate detection of the vessel/bronchiole
boundaries in images is crucial to the diagnosis of
inammation. However, the tissue images are very
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complicated and the boundaries between the objects
are fuzzy. Moreover, weak edges make the images
inherently di�cult to segment. Furthermore, the
quality of an image depends on the type and direction
of the digital camera for imaging. All these factors
make the analysis too challenging.

The focus of this research is to design, implement
and evaluate automated algorithms to diagnose the
degree of inammation in digital images of pulmonary
biopsies through the current and proposed image pro-
cessing algorithms, based on fuzzy logic. A sample of a
pulmonary tissue image is demonstrated in Figure 1.
For analyzing this complex image of tissue, a fuzzy
image processing procedure consisting of �ve main
stages is presented. The �rst stage is decreasing
the complexity of the images by using image pre-
processing methods for enhancement and smoothing
the image with a Gaussian low pass �lter. The
second stage is segmentation using a fuzzy c-means
clustering algorithm and fuzzy canny edge detection.
Feature extraction, the third stage, will be done by
using the fuzzy Hough transform. After extracting
features such as bronchioles and vessels from the image,
the fourth stage will be analysis and reasoning by
a fuzzy inference system, which is a hybrid of the
Mamdani and Logical modeling system with a Yager
parametric operator. The last stage is tuning the
system parameters and the learning process with a feed
forward neural network. The output of the proposed
algorithm is the degree of inammation inferred by the
fuzzy inference system.

The rest of this paper is organized as follows:
In the following section, the existing literature on
medical fuzzy image processing is briey reviewed.
Then, the proposed approach is introduced and its
main components and details are described. Following
that, the method of learning and tuning of parameters
of the proposed method is presented. Later, the
performance of the method via experimental results
and some quantitative measures are validated. Finally,
the conclusion and future works are discussed.

Figure 1. Original tissue image.

BACKGROUNDS

In the literature, several methods have been introduced
to facilitate more accurate image processing in the
medical �eld (e.g. [5-10]). Currently, in order to handle
inaccuracy and vagueness in medical images, the ap-
plication of fuzzy logic and relations has become very
popular (e.g. [11-13]). Some of these fuzzy methods are
as follows.

Castiello et al. [11] present a neuro-fuzzy ap-
proach for the classi�cation of image pixels into three
classes: contour, regular or texture points. Exploit-
ing the processing capabilities of a neural network,
fuzzy classi�cation rules are derived by learning from
data and are applied to classify pixels in grey-level
images. To derive a proper set of training data, the
spatial properties of image features and a multi-scaled
representation of images are considered. Tizhoosh et
al. [12] propose a hybrid neuro-fuzzy system, consisting
of fuzzy techniques and neural nets, for knowledge-
based enhancement of mega voltage images. The
fuzzy enhancement includes di�erent contrast adap-
tation techniques and soft �ltering, respectively. A
modi�ed associative memory is trained using a priori
knowledge for image restoration. In order to consider
the subjective demands of physicians, an observer-
dependent overall system for contrast adaptation is
also proposed. Nauck and Kruse [13] present an
algorithm based on a common multilayer perceptron
structure whose weights are modeled by fuzzy sets,
and the activation, output and propagation functions
are adapted accordingly. Mitra and Pal [14] present
an algorithm based on a modi�ed Kohonen classi-
�er [15], where the input is modi�ed to accept linguistic
representations of crisp input values, and the output
provides fuzzy decisions in the form of membership
values. Feleppa and Yaremko [16] present an algorithm
based on a mountain clustering algorithm introduced
by Yager and Filev [17] and re�ned by Chiu [18].
The determined cluster centers are used to initialize
a neuro-fuzzy system that is trained by an Adaptive-
Network-based Fuzzy Interference System (ANFIS),
proposed by Jang [19]. Nozaki et al. [20] present a
method based on the division of the pattern input
space by equally spaced membership functions. This
approach leads to a fuzzy set with a high number of
rules.

Generally, image-processing methods have limita-
tions when the image contains shadows and/or missing
boundary segments and/or etc. An acceptable method
for image processing should have less user interaction
due to its drawbacks such as time consumption and
human error, and it must be robust with respect to the
presence of noise and shadows.

Based on the above reviews, in this paper, a new
fuzzy method is proposed for segmentation and feature
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extraction stages to improve the performance of the
current algorithms.

THE PROPOSED APPROACH

In this section, we present new fuzzy methods for canny
edge detection and Hough transform object extraction
in digital image processing. The proposed approach
contains �ve main stages (see Figure 2 and, for more
details, see Figure 3):

� Pre-processing: After smoothing, using a Gaussian
low pass �lter, a primary version of the image with
su�cient contrast is produced.

� Segmentation: The segmentation stage consists of
three main steps: 1) Coarse segmentation of the
RGB (Red, Green and Blue layers of a digital image)
image by separating the three base colors of red,
green and blue; 2) Using an edge based model
segmentation, a novel fuzzy canny edge detection,
for detecting edges in the image; 3) Using a fuzzy
c-means clustering method as a pixel-based model
for selective segmentation of di�erent objects in our
image.

� Feature Extraction: After segmentation, which
highlights the main features in our image and works

as a data reduction tool, extraction of the selected
features, in order to be accessible for analyzing, is
done by using a new fuzzy Hough transform, which
detects vessels and bronchioles in our image.

� Approximate Reasoning: By de�ning a fuzzy infer-
ence system, based on the produced membership
functions with fuzzy c-means clustering, which is
a combination of Mamdani and Logical-modeling
systems with a Yager parametric operator of com-
bination for Mamdani and Logical inference and
operators, analysis and diagnostics will be done.

� Learning and Tuning Parameters: In order to opti-
mize the proposed system and tune the parameters
such as the size of vessel/bronchiole radii, we used
a feed forward neural network.

In the following subsections, each stage of the
proposed approach will be explained in detail.

Pre-Processing

There are two main domains for image enhancement:
1) Enhancement in the spatial domain, where there are
a di�erent number of points in an image; 2) Enhance-
ment in the frequency domain, where we consider an
image as a collection of frequency components [21].

Figure 2. General schematic diagram of the proposed approach.

Figure 3. Detailed schematic diagram of the proposed approach.
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There is a direct link between some of those
spatial �lters and their frequency domain counterparts.
The most fundamental relationship between spatial
and frequency domains is established by a well-known
result called the convolution theorem [22]. The process,
by which we move a mask from pixel to pixel in an
image and compute a prede�ned quantity at each pixel,
is the foundation of the convolution process. Formally,
the discrete convolution of two functions, f(x; y) and
h(x; y) of size M�N , is denoted by f(x; y)�h(x; y) and
is de�ned by the following expression:

f(x; y)�h(x; y)=
1

MN

M�1X
m=0

N�1X
n=0

f(x; y)h(x�m; y�n):
(1)

Letting F (u; v) and H(u; v) denote the Fourier trans-
forms of f(x; y) and h(x; y), respectively, one-half of the
convolution theorem simply stated that f(x; y)�h(x; y)
and F (u; v)H(u; v) constitute a Fourier transform pair.
This result can formally be stated as:

f(x; y) � h(x; y), F (u; v)H(u; v): (2)

Filters in the spatial and frequency domains constitute
a Fourier transform pair. Thus, given a �lter in
the frequency domain, the corresponding �lter can be
obtained in the spatial domain by taking the inverse
Fourier transform of the former. The reverse is also
true.

If both �lters are of the same size, it is generally
more e�cient, computationally, to do the �ltering in
the frequency domain. Filtering is often more intuitive
in the frequency domain. Generally, the narrower
the frequency domain �lter, the more the attenuated
low frequencies resulting in increased blurring. In the
spatial domain, this means a wider �lter, which in turn
implies a larger mask. The plots of these two functions
for the Gaussian function are shown in Figure 4.

More complex �lters can be constructed from the
basic Gaussian functions [21]. For instance, we can
construct a high pass �lter as a di�erence of Gaussians,
shown in Figure 5.

Figure 4. Gaussian frequency domain lowpass �lter and
Gaussian lowpass spatial �lter.

Figure 5. Gaussian frequency domain highpass �lter and
Gaussian highpass spatial �lter.

In the frequency domain, we just have positive
values without harmonies which makes it a little bit
gross, but gives us an opportunity for faster (computer)
processing [23,24].

In the preprocessing stage of the proposed pro-
gram for tissue images, we use a Gaussian low pass �l-
ter, which is a smoothing �lter in the frequency domain.
The reason for choosing the frequency domain is the
large size of the tissue images and related masks, where
using the frequency domain facilitates computation and
decreases time complexity (convolution in the spatial
domain equals multiplication in the frequency domain).

Although the original image of the tissue is an
RGB, we do not use this �lter in the RGB domain.
Before �ltering, we segment the image based on three
base color layers: Red, Green and Blue. According
to the explanation in the next section, we chose blue
images to be �ltered, as in the Gaussian low pass �lters
(GLPFs) form, in two dimensions, which are given
by [21]:

H(u; v) = e�D2(u;v)=2�2
; (3)

where D(u; v) is the distance from the origin of the
Fourier transform, which we assume has been shifted
to the center of the frequency rectangle. By letting
� = D0 (in this program, we have chosen D0 = 2), we
can express the �lter in a more familiar form in terms
of the notation in this section:

H(u; v) = e�D2(u;v)=2D2
0 : (4)

Segmentation

After enhancing the images and highlighting the chief
features by segmenting the images, important objects
will be more accessible and unnecessary objects will be
removed, which is also a method for image compres-
sion. There are three stages of segmentation used in
this study: 1) Coarse segmentation; separating RGB
elements (Red, Green, Blue); 2) Fuzzy canny edge
detection, which is the most powerful segmentation
method in the edge based models; 3) The fuzzy c-means
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clustering method, again a powerful tool in pixel-based
models for segmentation.

In the �rst step of segmentation, we just separate
the three basic elements of RGB images as demon-
strated in Figure 6.

The canny edge detector, the most popular edge
detection technique at present, is formulated with three
main objectives [25]:

1. Optimal detection with no spurious responses;
2. Good localization with minimal distance between

the detected and true edge position;
3. Single response to eliminate multiple responses to

a single edge.

The �rst requirement is to reduce the response to
noise. This can be a�ected by optimal smoothing, with
Gaussian �ltering, as mentioned before. The second
criterion aims for accuracy: Edges are to be detected
in the right place. This can be achieved by a process
of non-maximum suppression (which is equivalent to
peak detection). Non-maximum suppression retains
only those points at the top of a ridge of edge data,
while suppressing all others. This results in thinning:
The output of non-maximum suppression is thin lines
of edge points in the right place. The third constraint
concerns the location of a single edge point in response
to a change in brightness. This is because more than
one edge can be denoted with the output obtained by
earlier edge operators.

In order to mark an edge at the correct point
and to reduce multiple responses, we can convolve an
image with an operator, which gives the �rst derivative
in a direction normal to the edge. The maximum of
this function should be the peak of edge data, where
the gradient in the original image is sharpest, and
therefore the location is an edge. Accordingly, we
seek an operator, Gn, which is a �rst derivative of a
Gaussian function, g, in the direction of the normal,
n?:

Gn =
@y
@n?

; (5)

where n? can be estimated from the �rst-order di�er-
ence of the Gaussian function, g, convolved with the
image P and scaled, appropriately, as:

n? =
r(P �g)
jr(P �g)j : (6)

The location of the true edge point is then at the
maximum point of Gn convolved with the image. This
maximum is when the di�erential along n? is zero:

@(G�nP )
@n?

; (7)

@2(G�nP )
@n2?

= 0: (8)

This is non-maximum suppression which is equivalent
to retaining peak di�erentiation perpendicular to the
edge, thinning the response of the edge detection
operator to give edge points, which are in the right
place without multiple responses and with a minimal
response to noise.

Non-maximum suppression essentially locates the
highest points in the edge magnitude data. This is
performed by using edge direction information to check
that points are at the peak of a ridge.

In order not to be misled by the local maximum
of the non-maximum suppression algorithm, we use a
Hysteresis �lter, which sets the points to white once
they are above the upper threshold and sets them to
black when they are under the lower threshold and
the grade in between two thresholds can be de�ned;
here, we choose them equal to one. The power of the
canny edge detector lies in these two algorithms, but
one of the most important things is choosing the best
threshold for the real edge, where a threshold set to
high can miss important information, while a threshold
set to low will falsely identify irrelevant information as
important. It is di�cult to give a generic threshold that
works well on all images. No tried and tested approach
to this problem yet exists. In this study, we propose
an algorithm for determining the thresholds as follows.

Figure 6. Coarse segmentation of RGB image.
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Threshold Algorithm
As mentioned before, the use of a threshold is for
omitting the local maxima and decreasing the noise
e�ect in a non-maximum suppression algorithm. The
steps of the proposed algorithm are as follows:

Step 1- Choose the blue segment of the original image
for edge detection because of its sharp edges
and less noise.

Step 2- Change the type of image from RGB to an
intensity image, where the edges are shown by
higher intensity.

Step 3- Change the intensity image to a magnitude
image (computed gradients) through a non-
maximum suppression algorithm. By this time,
we have the gradient value of each pixel as
shown in Figure 7.

Step 4- Use a fuzzy c-means algorithm to de�ne 3
clusters in the magnitude image, which are:
1) Zero de�ned; 2) Local maxima and 3) The
maximum gradients.

Step 5- De�ne the points with maximum intensity
values (gradients); the points in the 3rd cluster
as the edges.

The application of non-maximum suppression and
the fuzzy c-means threshold is demonstrated in Fig-
ure 8.

The action of non-maximum suppression is to
select the point along the top of the ridge. Given
that the top of the ridge initially exceeds the upper
threshold, the threshold output is then set to black
until the peak of the ridge exceeds the upper switching
threshold. The result of the proposed fuzzy canny edge
detection is shown in Figure 9.

RGB images are a combination of three base
colors of red, green and blue and the color of objects
that we see is based on the rate of combination of these
three. If the rate of red is greater than the other two

Figure 7. The magnitude image.

Figure 8. Non-maximum suppression and fuzzy c-means
threshold.

Figure 9. The result of fuzzy canny edge detector.

colors, the object seems to be red and so on. Therefore,
for basic extraction of features in the images, we use
a fuzzy clustering method, fuzzy c-means [3,26], for
partitioning each color layer separately. The number of
clusters would be the number of objects in the image
(epithelial layer, tissue, background). By this method,
during the process of our algorithm, we just focus on
the essential parts of the image and leave the other
parts. This, again, helps to reduce data and decrease
computation complexity, while working precisely on the
essential parts. A sample of the tissue image, with
its related membership functions, used for extracting
objects is shown in Figure 10.

Feature Extraction

High-level feature extraction concerns �nding shapes
in computer images. Shape extraction implies �nding
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Figure 10. Original tissue image with its related membership function used for extracting objects during segmentation
stage.

their position, orientation and size [25]. In order
to diagnose inammation in the tissue images, thick
cell layers around the vessels and bronchus must be
detected. The shape of the section of vessels and
bronchus is approximately a circle and, for that reason,
we choose a new fuzzy Hough Transform (HT) for
extracting these sections and checking around them for
diagnosing inammation.

In an explicit form of the equation, the HT can be
de�ned by considering the equation for a circle, given
by:

(x� x0)2 + (y � y0)2 = r2: (9)

This equation de�nes a locus of points (x; y) centered
on an origin (x0; y0) within which, in this program, we
search for the centers of every pixel with a distance
equal to 2 pixels from the previous one and with ra-
dius r, which is de�ned according to the magni�cation
of the microscope for imaging. After gathering evidence
of all the edge points, the maximum in the accumulator
space again corresponds to the parameters of the circle
in the original image. The center of an image in an
accumulator space is distinguished by the maximum
value. But, in complicated images such as tissue
images, there is usually more than one circle, and thus
the related centers are more than one. This means that
choosing the maximum is not adequate for such images.
Therefore, in this study, we propose an algorithm to
choose maximum ranges instead of choosing a single
maximum.

Thresholding Algorithm for Accumulator Space
By clustering the accumulator space into three parts
of ordinary points, noise and centers, we could easily
access the center cluster and de�ne our threshold.
However, as the majority of pixels in an image are
not centers, clustering the whole image would result in

determining clusters with low value centers. To avoid
such a problem, the following algorithm is presented:

Step 1- Omit the points that have a value of less than
0.5 in the normalized accumulator space before
clustering, because the focus is on the high
values of the accumulator for determining the
maximum range.

Step 2- Cluster the remaining data into two parts of
centers and noise.

Step 3- Choose the minimum value of the �rst cluster
for de�ning the threshold, as demonstrated in
Figure 11.

After thresholding and de�ning centers, according
to the de�ned radius, the circles, as a symbol of
vessels and bronchus, would be extracted, as shown in
Figure 12.

Figure 11. Thresholding the accumulator space for
de�ning maximum ranges.
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Figure 12. Extracting circle by Hough transform.

Moreover, in order to check the precision of the
proposed algorithm, the extracted circles are marked
in the original image, as illustrated in Figure 13.

Approximate Reasoning

After detection and extraction of the needed object,
the next step is to analyze the image according to the
evidence for diagnosis. Here, we deal with a fuzzy
qualitative model and reasoning method (as a system
model) based on linguistic descriptions, just as we use
them in the process of medical diagnosis.

We go beyond this stage by utilization of the
concept of linguistic approximation. This is given a
conventional fuzzy model with fuzzy sets. We improve
its qualitative nature by using linguistic approximation
techniques in fuzzy logic.

The identi�cation of a fuzzy model is divided
into two parts [27]: 1) Structure identi�cation; and
2) Parameter identi�cation. Structure identi�cation
of a system has to solve two problems: �nding input
variables and the input-output relation. In this study,

Figure 13. Fitting the extracted circles on the original
image.

as the medical specialist de�ned, there are 4 ranges of
inammation. The degree of inammation is de�ned
according to the smoothness and reshaping of the
epithelium layer around the vessels and bronchus and
the thickness of their wall. Therefore, the number of
rules for diagnosing inammation must be four, where
each rule de�nes one of the grades of inammation in
the image. In the antecedent, we would have a sign
of smoothness and thickness and in consequence the
de�ned grade of inammation.

The thickness of the cell layer and smoothness
around the vessels and bronchioles is de�ned by the
red pixels in the red layer of the image, which are in
the cluster of epithelial layers de�ned by fuzzy c-means
clustering in the segmentation stage. Diagnosing thick
cell layers is based on counting the cell layer around the
object. In this study, the number of cell layers around
the object is approximated by a distance measure. The
proposed method is as follows:

Step 1- De�ne di�erent neighborhood windows whose
size is from r up to r+4L, where r is the radius
of the feature and L is the estimated thickness
of one cell layer.

Step 2- Compute the average value of the red pixels
in the epithelial layer cluster in each of the
neighborhood windows, as an approximation
for the thickness of layers around the object.

Clustering the computed averages in four ranges,
we would have the measure of sensing thick cell layers;
assuming that the �rst cluster illustrates the 1st cell
layer and the second cluster illustrates the 2nd cell layer
and so on. A sample of de�ned clusters is shown in
Figure 14.

Up to this stage, we have an estimation of the
number of epithelial cells that make the premises.
The output of the system is a diagnosis degree of
inammation from 1 to 4, but as the cell layers around
the objects are not precisely arranged, we could not
cluster this four degree of inammation crisply. They
have some overlaps between their clusters. For this
reason, we use a fuzzy c-means for clustering the
neighborhood around the vessel/bronchus section in
four levels according to distance. A sample of the
de�ned clusters is illustrated in Figure 15.

In the parameter identi�cation stage, we deter-
mine the parameter of fuzzy membership functions. In
this paper, we approximate the convex fuzzy set with
a Gaussian fuzzy set by de�ning the mean and sigma,
as shown in Figure 16. In this image, the dashed line
is the membership function and the continuous line is
estimation with a Gaussian function.

In other words, we de�ne the following rules, as
illustrated in Figure 17:
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Figure 14. Input cluster (estimation of number of cell layers).

1. If the average red in the �rst cluster is small, then
it is inammation degree 1;

2. If the average red in the second cluster is low
medium, then it is inammation degree 2;

3. If the average red in the third cluster is high
medium, then it is inammation degree 3;

4. If the average red in the fourth cluster is large, then
it is inammation degree 4.

The method of inference is a combination of
Mamdani and Logical modeling systems with a Yager
parametric operator of combination for Mamdani and
Logical and other operators. Given a decreasing
generator, f , the Yager intersection and union (t-norm
and s-norm) are de�ned as follows [2]:

t-norm,:
fw(a) = (1� a)w (w > 0); (10)

f (�1)
w (z) =

(
1� z1=w when z 2 [0; 1]
0 when z 2 (1;1)

(11)

iw(a; b) = f (�1)
w ((1� a)w + (1� b)w)

= 1�min(1; [(1� a)w + (1� b)w]1=w); (12)

s-norm:

gw(a) = aw (w > 0); (13)

g(�1)
w (z) =

(
z1=w when z 2 [0; 1]
1 when z 2 (1;1)

(14)

uw(a; b) = g(�1)
w (aw + bw) = min(1; (aw + bw)1=w):

(15)

In the linguistic fuzzy models, Logical and Mamdani
models (both the antecedent and the consequent) are
fuzzy propositions. The general forms of linguistic
fuzzy if-then rules for Mamdani and Logical are [28,29]:

Mamdani model:

Ri : if x is Ai; then y is Bi; i = 1; 2; � � � ;K:

Figure 15. Output cluster (estimation of inammation).
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Figure 16. Gaussian fuzzy set.

Logical model:
Ri : if x is �Ai; then y is Bi; i = 1; 2; � � � ;K ;

where x is the antecedent variable, y is the consequent
variable, Ai and Bi are linguistic terms (fuzzy sets)
de�ned by multivariate membership functions, respec-
tively, and K denotes the number of rules in the model.
The Mamdani and Logical Inference models are shown
in Figures 18 and 19.

The Yager uni�ed fuzzy reasoning method for
combination of the Mamdani and Logical model is
de�ned as follows [26]:

�E(y) = ��Logical(y) + (1� �)�Mamdani(y); (16)

where � is the result of each method and � is de�ned
from 0 (Mamdani), to 1 (Logical).

The defuzzi�cation method is the center of area
method [26,30], which is also called the center of gravity
method. The crisp value is simply the centroid or the
resultant membership function:

dCA(A) =
�Z

A(z)zdz
�
=
�Z

A(z)dz
�
: (17)

This is the most common method used and every part
of the membership function contributes to the �nal
answer.

LEARNING AND TUNING PARAMETERS

Tuning the parameters, such as the size of the radius for
feature extraction with the Hough transform, is done
by a feed-forward neural network through supervised
learning with back error propagation. Given a set of
input-output pairs, it is highly desirable to be able to

Figure 17. Proposed rule base.
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Figure 18. Mamdani inference model.

determine the weights directly from the given data.
This problem has been solved using the generalized
data rule. The use of this rule has greatly enhanced the
usage of neural networks. The basic idea of training a
feed forward neural network is to generalize the delta
rule for each weight. Given a set of input-output
pairs, < X;D >, and a neural network, the problem
at hand is to �nd the weights of the neurodes for the
layer. The output of the jth neurode in the output
layer is obtained from the associated inputs to that
neurode [22,31]:

Ooj = f(Wx): (18)

The superscript \o" denotes the output layer. Cost
function can be de�ned as squared output error:

E =
X

(d�Ooj )2: (19)

The weights to the jth neurode can immediately be
determined by �nding the gradient of the squared error,
according to the weight of interest, denoted as:

rwij(E): (20)

The weight update equation is derived from the nega-
tive gradient and can be written as follows:

�woij = ��rwij(E); (21)

where � > 0 is the step size or learning constant and is
a small positive constant. If the \error" of the output
neurodes is de�ned as:
�oj = (dK �Ooj )Oojf 0(Wx): (22)

The way update equations for the output layer can be
written as:

�wi = ��ojyi; (23)

then, the update equation is obtained by repeatedly
applying the chain rule to the cost function.

Learning Rate and Momentum

The convergence rate of the update process is governed
by step size �, sometimes known as the learning
constant. If � is small, then convergence is slow because
the weights are updated by small increments. On the
other hand, if � is large, then convergence is rapid
because each update to weight moves the weight a
signi�cant amount. However, if � is too large, then an
overshoot of the parameter values often occurs, causing
oscillatory behavior. This leads to slow convergence
again. In some cases, overshoots may also diverge the
proper setting of the learning constant, which is very
crucial. In this research, we use the following terms for
tuning: � = 0:05; E = 0:08.
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Figure 19. Logical inference model.

EXPERIMENTAL RESULTS

The proposed fuzzy approach to edge detection and
feature extraction has improved the results in some
way. We have selected the image to include regular and
di�cult cases and examined 10 di�erent images. Actu-
ally, we have extracted many images for this research
(almost 200). However, the selected images are the
ones which include lots of uncertainties. The images
were noisy with low contrasts. The selected images
are the ones that include many uncertainties, being
samples of the four grades of inammation and could
be considered as representations of each inammation
grade.

The results of the proposed method have been
evaluated by comparing the proposed algorithm with
the existing one. As mentioned throughout the paper,
some parameters such as the size of the radius for
feature extraction with the Hough transform, need to
be adjusted in this algorithm. But, for a set of similar
images, most of them do not require any change. In the
experiment, the following con�guration has been used:

� The radius of the circle for feature extraction with
the Hough transform is [50 55]. For quantitative
evaluation compared to the conventional ones for
the same images, we have used a back propagation

error measure to validate the performance of our
algorithm for feature extraction. The results are
shown in Table 1.

As shown, the performance of the proposed feature ex-
traction method has been improved. This improvement
could improve medical diagnoses and provide better
results, because feature extraction is an important
step in image processing. This is because powerful
approximate reasoning is essential for having an ac-
curate diagnostic system and the extracted features
in this step are inputs of the approximate reasoning
step.

Moreover, using fuzzy canny edge detection, com-
pared with original canny edge detection, has the
following results, as shown in Table 2.

Considering the quality of the images, the quan-
titative results are promising.

Table 1. Quantitative evaluation of proposed approach in
comparison with conventional form.

E (error) Performance

Hough transform 0.1 0.9

Fuzzy Hough transform 0.08 0.92
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Table 2. Quantitative evaluation of proposed approach in
comparison with conventional form.

No. Edge
Points

Time of
Computation

Canny edge detector 61011 23 min

Fuzzy canny edge detector 14114 5 min

CONCLUSION AND FUTURE WORKS

In this paper, a novel fuzzy modeling approach for edge
detection and feature extraction has been presented.
We �rst smoothed the original image using a Gaussian
�lter. This smoothed image is segmented, using a
three level process composed of coarse segmentation
(distributing the RGB), fuzzy canny edge detection
and a fuzzy c-means clustering algorithm. The output
image is ready for extracting highlighted features in
the previous stages. Then, by using a fuzzy Hough
transform for extracting circles, the focus is more trans-
parent. For approximate reasoning, a fuzzy inference
system with a combination of the Mamdani and Logical
models is implemented. Finally, the parameters of
the generated fuzzy model are tuned by using neural
networks. In this approach, we have designed a
straightforward and fast algorithm with rational level
of user interaction. Using the proposed approach, the
physicians can overcome the main problems of image
processing which need expensive computation and are
based on experimental adoptions.

In future research, we are going to develop a
fuzzy adaptive approach for this purpose. Using a
fuzzy adaptive approach for image enhancement and
noise reduction, the image quality, especially the image
edges, could be improved. That can give us better
results in subsequent stages of diagnoses.
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