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Maximum Dynamic Load Determination
of Mobile Manipulators via
Nonlinear Optimal Feedback

H. Korayem1;� and M. Irani1

Abstract. In this paper, a nonlinear optimal feedback control law is designed to �nd the maximum
load carrying capacity of mobile manipulators for a given trajectory task. The optimal state feedback
law is given by the solution to the nonlinear Hamilton-Jacobi-Bellman (HJB) equation. An iterative
procedure is used to �nd a sequence of approximate solutions of the HJB equation. This is done by solving
a sequence of Generalized HJB (GHJB) di�erential equations. The Galerkin procedure is applied to �nd
a numerical solution to the GHJB equation. Using this method, a nonlinear feedback is designed for
the mobile manipulator and, then, an algorithm is developed to �nd the maximum payload. In mobile
base manipulators, the maximum allowable load is limited by their joint actuator capacity constraints,
nonholonomic constraints and redundancy that arise from base mobility and increased Dofs. To solve the
extra Dofs of the system, an extended Jacobian matrix and additional kinematic constraints are used. The
validity of the methodology is demonstrated via simulation for a two-link wheeled mobile manipulator and
linear tracked Puma arm and the results are discussed.
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INTRODUCTION

Mobile manipulators have a compact structure, large
workspace and high maneuverability and are cost e�ec-
tive. One of the main usages of mobile manipulators
is handling loads on a given trajectory. Therefore, to
maximize the productivity and economic usage of these
manipulators, �nding the maximum allowable load
is necessary. The Dynamic Load Carrying Capacity
(DLCC) of a manipulator for a given end-e�ecter
trajectory is de�ned as the maximum load that the
manipulator can carry on the de�ned trajectory with
su�cient accuracy. Wang and Ravani [1] formulated
DLCC as an optimization problem using state space
representation of the dynamic equation of motion.
Wang et al. [2] developed a point-to-point motion
planner for open-chained robots. The optimal control
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problem is converted into a direct SQP parameter
optimization in which the gradient is determined an-
alytically and, then, the algorithm has been applied
to a Puma 762 robot. Korayem et al. solved the
problem of �nding the maximum load carrying capacity
of a mobile manipulator as a trajectory optimization
problem [3]. The dynamic equation of motion is
linearized and iterative linear programming is used to
solve the optimization problem.

The maximum allowable load of mobile manipu-
lators is limited by their joint actuator capacity con-
straints, the trajectory tracking accuracy, redundancy
and nonholonomic constraints, where redundancy and
nonholonomic constraints are arisen from base mobility
and increased Dofs. A unique solution for the maxi-
mum allowable load is not feasible. The solution for
the maximum allowable load depends on the type of
user-de�ned constraints to the redundancy resolution.
Korayem and Gariblu [4] found the maximum allowable
load of a redundant mobile manipulator via two di�er-
ent additional functions that are applied to resolve the
motion redundancy. Xu et al. [5] investigated motion
planning for a mobile manipulator with redundant Dofs
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to track a desired trajectory. Korayem et al. [6,7]
used the open loop optimal control approach to �nd
the DLCC of �xed and redundant mobile manipula-
tors. Pontryagin's minimum principle is used to derive
optimality conditions and the problem is improved to
the Two Point Boundary Value Problem (TPBVP)
that is solvable with MATLAB software. In the case
of mobile manipulators, nonholonomic constraints and
redundancy complicate the problem. The extended
Jacobian matrix and additional kinematic constraints
are used to solve the extra Dofs of the manipulator.
In [8], Kelly and Nagy have addressed a method to �nd
optimal paths by formulating an optimal control prob-
lem and solving the nonlinear programming problem
via the Lagrange method. Furuno et al. [9] solved the
trajectory planning problem of a mobile manipulator.
A zero moment point criterion is used as a stability
index. The problem is formulated as an optimal control
problem and a hierarchical gradient method is used
to solve it. In [10], a new methodology to perform
the optimal path planning of robot manipulators in
the presence of moving obstacles was presented. An
algorithm is proposed for �nding the maximum load
carrying capacity of a 
exible parallel robot for a given
trajectory in [11].

The solutions in these researches are open loop
and are generally not useful for practical applica-
tions. Willigenburg et al. [12] applied open loop
optimal control together with linear optimal feedback.
Firstly, the optimization problem is solved via the
open loop optimal control approach, optimal inputs
and states are determined and, then, an approximate
model that is linearized about the optimal state and
control trajectories is used to design the linear optimal
feedback. A model-based controller is designed for the
mobile manipulator to follow the desired end-e�ector
trajectory without violating nonholonomic constraints
in [13]. Song et al. [14] designed a model-based tracking
controller in the presence of dynamical uncertainties
and obtained a globally asymptotic stability in a Lya-
punov sense. Reyes and Rosado [15] have introduced
the polynomial family of PD-type controllers as an
algorithm for position control of robot manipulators.
The performance of the scheme was compared with
other algorithms, such as PD and PID controllers.

With the existence of uncertainties and distur-
bances, robust methodologies can be used to design
control systems. Mailah et al. [16] used a resolved accel-
eration control to manipulate the kinematic component
and implemented a proportional integral active force
control to compensate the dynamic e�ects, including
the bounded disturbances and uncertainties, for a
mobile manipulator to track a prescribed trajectory.
Tae Jun Ha et al. [17] proposed a robust inverse-
optimal control for 
exible joint robot manipulators.

Abdessemed [18] et al. used a robust fuzzy-based

controller for tracking the trajectory task of mobile
manipulators. The dynamic model of the manipulator
and the kinematic model of the mobile base are used
in simulations. Tran et al. [19] applied a sliding
mode control method for a two-wheel welding mobile
manipulator to track a smooth curved welding path.
A sliding surface is set up and a control law, based
on Lyapunov stability, is designed for stabilizing the
sliding surface.

Using closed loop controllers, the DLCC of a
mobile manipulator can be determined and the results
will be more applicable than using an open loop
computation. The DLCC of a 
exible two link mobile
manipulator is calculated in [20]. Finite element and
feedback linearization methods are used for modeling
and control, respectively. Korayem et al. [21] proposed
an algorithm to improve the maximum load carrying
capacity of 
exible manipulators in the presence of a
closed loop controller. The designed controller is di-
vided into two steps: partial feedback linearization and
sliding mode approach and, then, a state observer is
designed for measuring the velocity of elastic variables.

Because �nding DLCC is an optimization prob-
lem, it is appropriate to apply an optimal feedback
controller to reduce the amount of torque in joints and
increase tracking accuracy. If manipulators carry a
speci�ed load via less torque in the joints, the DLCC of
the manipulator will be increased. Some papers focus
on using optimal feedback for manipulators. Green
and Sasiadek [22] presented three di�erent methods
for the endpoint tracking task of a manipulator using
inverse dynamic, linear quadratic regulator and fuzzy
logic schemes. In [23], a performance functional-
based controller is designed for a redundant mobile
manipulator in the task space of the end-e�ector. An
optimal state feedback control scheme is developed
for motion control of a manipulator with redundant
joints and a linearized model of the dynamics of the
manipulator is used in control algorithm. In all these
articles, approximate linear equations of motion of a
manipulator are used but, in this paper, a nonlinear
optimal feedback control law is designed for a mobile
manipulator.

Optimal control of nonlinear systems is one of the
most active subjects in control theory. The main dif-
�culty with optimal control theory is that, in order to
determine optimal control for a nonlinear system, the
Hamilton-Jacobi-Bellman (HJB) Partial Di�erential
Equation (PDE) has to be solved [24]. There is rarely
an analytical solution to this equation, although several
numerical computation approaches have been proposed
to obtain the approximate solution to the HJB equation
for general nonlinear dynamical models. Beeler et
al. [25] carried out a comprehensive comparison study
of �ve methods for the synthesis of nonlinear optimal
control systems and the performance of each method is
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studied on several test problems. An optimal predictive
control approach [26], a power series solution [27]
and the SDRE (State-Dependent Riccati Equation)
control that is an extension of the Riccati equation
to nonlinear systems [28,29] are other examples to the
solution of the nonlinear optimal control problem. A
solution method with a closed-loop result is combining
successive approximation and Galerkin approximation
in [30]. The procedure is broken into two parts.
At �rst, the HJB equation is reduced to an in�nite
sequence of di�erential equations named Generalized
Hamilton-Jacobi-Bellman (GHJB) equations. Then,
Galerkin's method is used to approximate the GHJB
equation. Combining these two methods produces a
closed-loop stabilizing control law on a well-de�ned
region of state space.

In this paper, determining the maximum allow-
able load of mobile manipulators for a given end-
e�ector trajectory is solved by using the nonlinear
optimal feedback controller. The extra Dofs are
solved using the additional constraint functions and
the augmented Jacobian matrix. Using the successive
approximation method, nonlinear optimal feedback is
designed. Then, an algorithm for determining the
maximum payload on a given trajectory is proposed.
In order to verify the proposed method, simulations are
performed for a two-link planar manipulator mounted
on a di�erentially driven mobile base and a linear
tracked Puma arm.

KINEMATIC AND DYNAMIC MODELING

Kinematic Modeling and Redundancy
Resolution

Assume that q is the generalized coordinates of the
system:

q = [q1; � � � ; qns ] = [qb; qm]: (1)

If nb is the number of mobile base Dofs and nm is the
number of manipulator Dofs, then the overall system
degrees of freedom will be ns = nb + nm. Consider
that the position of the end-e�ector has m degrees of
freedom in Cartesian space and determined as:

X = X(q) = [xe; ye; ze]T : (2)

The kinematic relation between the end-e�ector ve-
locity and the rate of generalized coordinates can be
determined as:

_X = J _q = [Jb; Jm][ _qb; _qm]T : (3)

In this equation, _X 2 Rne denotes the end-e�ector
velocity and _q 2 Rns is the joints velocity vector.
Because often ns > ne, the mobile manipulator sys-
tem is kinematically redundant and extra degrees of

freedom on its motion is equal to R = ns � ne. For
redundancy resolution, an extended Jacobian matrix
concept is used [6]. In this method, additional suitable
kinematic constraints are applied to system dynamics.
The motion of the mobile manipulator may be limited
by the number of either holonomic or nonholonomic
constraints. Consider c to be the number of nonholo-
nomic constraints and the generalized form of these
constraint equations will be:

Jc _q = 0: (4)

Jc 2 Rc�ns is the matrix of the corresponding coe�-
cients of the time derivative of motion variables in the
nonholonomic constraints. For redundancy resolution,
R extra degrees of freedom must be solved. Using c
nonholonomic constraints, r additional functions must
be applied to relate joint vectors where r = R � c.
Because of this, we apply r extra holonomic constraints
in general form, Xz = Z(q). The time derivative of this
equation is:

_Xz = Jz _q; (5)

where Jz 2 Rr�ns is the matrix of the corresponding
coe�cients of time derivative of generalized coordinates
in Z(q). Combining Equations 3 to 5, the kinematic
equation of mobile manipulators becomes:� _X _Xz 0

�T =
�
J Jz Jc

�T _q = Ja _q: (6)

The augmented Jacobian matrix, Ja, must be non-
singular. So, r additional holonomic constraints must
be selected properly. Using Equation 6, the velocity
and acceleration of vector q can be determined as:

_q = J�1
a
� _X _Xz 0

�T ; (7)

�q = J�1
a

�� �X �Xz 0
�T � _Ja _q

�
: (8)

Dynamic Modeling and State Space
Representation

For a mobile manipulator with generalized coordinates
as Equation 1 and an input vector (forces and torques)
such as U = [u1; � � � ; un], the dynamic model can be
written as:

U = M(q)�q + C(q; _q) +G(q); (9)

where M 2 Rns�ns and C, G 2 Rns . If a number of
ne coordinates describe a task trajectory in task space
and ns > ne, then generalized coordinate vector q can
be separated as:

q =
�
qr qnr

�T ; (10)
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where qr 2 Rr+c contains generalized coordinates de-
termined directly by applying r holonomic constraints
and c nonholonomic constraints to the system. The
remaining non-redundant generalized coordinates are
in the vector qnr 2 Rne . These ne non-redundant
Dofs accomplish the desired task. In a similar way,
dynamic Equation 9 can be decomposed into two parts:
One corresponds to a redundant and another to a non-
redundant set of variables [6]:�

Ur
Unr

�
=
�
Mr;r Mr;nr
Mr;nr Mnr;nr

� �
�qr
�qnr

�
+
�
Cr +Gr
Cnr +Gnr

�
:
(11)

Redundant variables and their derivatives qr, _qr and �qr
are determined according to the redundancy resolution,
thus Mr;nr, Mnr;nr and Gnr will be appeared as
functions of time and qnr. Also, Cnr is a functions of
time, qnr and _qnr. So, the second row of Equation 11
describes the dynamic of the non-redundant part of the
system and is in the form:

Unr = Mnr;nr�qnr + (Mr;nr�qr + Cnr +Gnr): (12)

In this second order di�erential equation, the only
variables are time and qnr and by de�ning state space
variables as:

x =
�
x1 x2

�T =
�
qnr _qnr

�T : (13)

The state space representation of system can be formu-
lated as:

_x =
�

_x1 _x2
�T =

�
x2 N(x) + Z(x)U

�
; (14)

where N 2 Rne and Z 2 Rne�ne are:

N = �M�1
nr;nr(Mr;nr�qr + Cnr +Gnr);

Z = M�1
nr;nr: (15)

STRUCTURE OF NONLINEAR OPTIMAL
CONTROLLER

Optimal Control and HJB Equation

Consider a nonlinear system of the form:

_x = f(x) + g(x)u(x); (16)

and a scalar cost function:

J(x) =
Z 1

0
(xTQx+ uT (x)Ru(x))dt; (17)

where x 2 Rn and u 2 Rm. Q is a constant n � n
symmetric positive semi-de�nite matrix and R is a
m�m symmetric positive de�nite matrix. The optimal
control problem is to �nd a state feedback control, u(x),
which minimizes the cost function, J(x). For a linear

system with linear f and g, the optimal control must
be found through solving the Riccati equation. But,
for a nonlinear system described with Equation 16,
according to the calculus of variations, the optimal
solution is found through solving the Hamilton-Jacobi-
Bellman (HJB) partial di�erential equation [25]:

J�Tx (f + gu�) + xTQx+ u�TRu� = 0; (18)

and the optimal control law determined from:

u� = �1
2
R�1gTJ�x : (19)

The HJB equation is very di�cult to solve analytically
and must be solved numerically.

Iterative Solution

The main idea of an iterative solution is to solve
Equations 18 and 19 together with an iterative pro-
cess [25]. Suppose u(0)(x) is an initial control law with
the stability region 
, then, the solution of the HJB
equation can be found using an iterative algorithm
as shown in Figure 1. In this algorithm, " is desired
accuracy and u�" is the �nal approximation of u�. The
equation:

@JT

@x
(f + gu) + xTQx+ uTRu = 0; (20)

Figure 1. Successive approximation algorithm.
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is solved in any iteration of the successive approxi-
mation algorithm and is named the Generalized HJB
equation (GHJB) where u is a known function of x.
The GHJB equation is di�cult to solve analytically.
So, the Galerkin method is used for the numerical
solution of this equation.

Numerical Solution to the GHJB Equation

In the Galerkin method, a set of N suitable basis
functions, f�j(x)gNj=1, is selected and also it is sup-
posed that a �nite approximate solution to the GHJB
equation will be of the form:

JN (x) =
NX
j=1

cj�j(x): (21)

According to the Galerkin method, the coe�cients,
cj , are determined by solving the set of N algebraic
equations as below [26]:Z




�
@JN (x)
@x

(f + gu) + xTQx+ uTRu
�

:�j(x)dx = 0;

j = 1; � � � ; N: (22)

If we use the notation CN = [c1; � � � ; cN ]T and �N =
[�1; � � � ; �N ]T , then, Equation 22 can be rewritten as:

(Af +Au)CN = BQ +Bu; (23)

where:

Af =
Z



�NfTr�TNdx; (24)

Au =
Z



�NuT gTr�TNdx; (25)

BQ =
Z



xTQx�Ndx; (26)

Bu = �
Z



�NuTR�1udx: (27)

Note that in Equation 22, if u is a known function of
x, as the form:

uN (x) = �1
2
R�1gT

@JN (x)
@x

= �1
2
R�1gTr�T cN ;

(28)

then, Au and Bu can be calculated as Au =

� 1
2

NP
j=1

cjGj and Bu = � 1
4

NP
j=1

cjGjCN that Gj is:

Gj =
Z



�N

@�Tj
@x

gR�1gTr�TNdx: (29)

So, if A = Af +Au and B = BQ +Bu, then vector CN
will be computed as follows:

CN = A�1B: (30)

Now, the successive approximation algorithm and the
Galerkin method can be combined to derive a new
algorithm for computing a sequence of coe�cients
vector, C(j)

N = [c(j)1 ; � � � ; c(j)N ]T , and to �nd u��(x) that
is an approximate value of u�"(x). The algorithm is
applied until C(i)

j and C(i+1)
j are closed to each other

with � accuracy as shown in Figure 2.

NEW ALGORITHM FOR MAXIMUM
PAYLOAD CALCULATION

The DLCC of a manipulator for a given end-e�ecter
trajectory is de�ned as the maximum load that the

Figure 2. Algorithm for numerical solution to the GHJB
equation.



126 H. Korayem and M. Irani

manipulator can carry on the de�ned trajectory with
su�cient accuracy. Excessive deviations from the given
trajectory at the end-e�ector could be attributed to
manipulator and load inertia, the dynamic e�ects of
a closed-loop controller and the dynamic interactions
between the mobile base and manipulator. The ampli-
tude of this deviation must be bounded for an allowable
tracking task. The position of the end-e�ector, X(q(t)),
at each time is calculated by Equation 2. If the tracking
accuracy is � and desired trajectory is Xd(q(t)), then
the accuracy constraint will be as follows:

kXd(q(t))�X(q(t))k � �: (31)

The other main constraint which bounds the DLCC of
the mobile manipulator is the limitation of the torque
in actuators. The joint actuator torque constraint is
formulated based on the typical torque-speed charac-
teristics of DC motors. The upper and lower value of
the allowable torque of each joint can be calculated as:

�imax = �s � �s
!nl

_qi;

�imin = ��s � �s
!nl

_qi: (32)

The value of each joint torque can be determined as:

�i =

8><>:�imax if ui > �imax

ui if �imin � ui � �imax

�imin if ui < �imin

(33)

ui is calculated using Equation 19.
Using algorithms shown in Figures 1 and 2, a

nonlinear optimal controller is designed for the mobile
manipulator and, then the DLCC of the manipulator is
determined using a new algorithm as shown in Figure 3.
This algorithm has three main parts. In the �rst
part, the proper trajectory is selected and holonomic
and nonholonomic constraints are added. Then, the
redundancy resolution is applied to �nd the augmented
Jacobian matrix. In the second part of the algorithm,
an optimal nonlinear feedback is designed. In this part,
the designing of the initial control law, u(0)(x), and
choosing a proper set of basis functions are important
and a critical point for convergence of the algorithm.
In the third part, the DLCC of the mobile manipulator
is determined using this controller, subject to accuracy
and the actuator constraints.

SIMULATION RESULTS

Planar Wheeled Mobile Manipulator with Two
Arms

The proposed algorithm is applied to a two-link planar
manipulator that is mounted on a di�erentially driven

Figure 3. Algorithm for calculating DLCC.

mobile base to investigate the application and e�ective-
ness of the algorithm. A schematic view of this mobile
manipulator is shown in Figure 4. The parameters of
the links and base and their inertia properties are given
in Table 1 [6]. Generalized coordinates of the system
are:
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Table 1. Parameters and inertia properties of planar mobile manipulator.

Parameter Value Unit

Length of links L1 = L2 = 0:5 m

Center of mass Lc1 = Lc2 = 0:25 m

Mass of links m1 = 5, m2 = 3 kg

Moment of inertia of links 1, 2 I1 = 0:416, I2 = 0:0625 kg.m2

Mass of base 94 kg

Mass of wheels 5 kg

Moment of inertia of base

26640 0 0

0 0 0

0 0 6:609

3775 kg.m2

Moment of inertia of wheels

26640:131 0 0

0 0:01 0

0 0 0:131

3775 kg.m2

b 0.171 m

r 0.075 m

L0 0.4 m

Figure 4. Schematic view of wheeled mobile manipulator.

q =
�
qb qm

�
=
�
xf yf �0 �1 �2

�
; (34)

where qb =
�
xf yf �0

�
are generalized coordinates

describing the motion of the mobile base and qm =�
�1 �2

�
are the generalized coordinates of the manip-

ulator. So, the degree of freedom of the system is equal
to ns = 5. As Figure 4 shows, two parameters, xe and
ye, specify the position of the end-e�ector in Cartesian
space, and Equation 2 can be rewritten as:

X =
�
xe
ye

�
=
�
xf+L1 cos(�0+�1)+L2 cos(�0+�1+�2)
yf+L1 sin(�0+�1)+L2 sin(�0+�1+�2)

�
:

(35)

Thus, the degree of freedom of the end-e�ector is ne =
2 and the order of redundancy of the system is R = ns�
ne = 3, which is the number of required constraints in
order to reach the redundancy resolution. The number
of nonholonomic constraints of the system is c = 1 and
is of the form:

_xf sin(�0)� _yf cos(�0) + L0 _�0 = 0: (36)

The cause of this constraint is the no-slippage rolling
condition of the driven wheels. Hence, r = R � c = 2
is the number of extra kinematical constraints, which
must be applied to this system for redundancy reso-
lution. Suppose that the base trajectory is previously
speci�ed and point F moves on this trajectory during
the motion, thus two additional constraints will be base
position coordinates, xf and yf .

Xz =
�
Z1
Z2

�
=
�
xf
yf

�
; (37)
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where Z1 and Z2 are functions of time and, by di�eren-
tiating them with respect to time, _xf ; _yf ; �xf and �yf can
also be obtained, which is used in dynamic equations
of the manipulator and, then the angular position
and velocity of the base can be determined using
Equation 36. Using the Lagrange method, dynamic
equations can be obtained as [6]:266664

Fx
Fy
T0
�1
�2

377775 =

266664
J11 J12 J13 J14 J15
J12 J22 J23 J24 J25
J13 J23 J33 J34 J35
J14 J24 J34 J44 J45
J15 J25 J35 J45 J55

377775
266664

�xf
�yf
��0
��1
��2

377775

+

266664
C1
C2
C3
C4
C5

377775 ; (38)

where, Jij i; j = 1; � � � ; 5 are functions of q =�
xf yf �0 �1 �2

�
and Ci i = 1; � � � ; 5 are func-

tions of q and _q. The generalized coordinates can be
divided in two parts: redundant part, qr = [xf yf �0],
and non-redundant part, qnr = [�1 �2]. The two
last rows of Equation 38 are associated with the non-
redundant part and can be written as:�

�1
�2

�
=
�
J44 J45
J45 J55

� ���1
��2

�
+
�
R1
R2

�
: (39)

In this equation, �1 and �2 are motor torques in joints,
and coe�cients R1 and R2 are:

R1 = J14�xf + J24�yf + J34 ��0 + C4;

R2 = J15�xf + J25�yf + J35 ��0 + C5: (40)

In Equations 39 and 40, the redundant coordinates
and their derivatives are known and all coe�cients are
nonlinear functions of �1; �2; _�1 and _�2. Non-redundant
coordinates and their derivatives are selected as state
space variables as:

X1 =
�
�1(t)
�2(t)

�
=
�
x1(t)
x3(t)

�
;

X2 =
� _�1(t)

_�2(t)

�
=
�
x2(t)
x4(t)

�
: (41)

The state space form of the dynamical equation of
motion, using Equation 39, becomes:

_x1 = x2;

_x2 = P (J55(U1 �R1)� J45(U2 �R2));

_x3 = x4;

_x4 = P (�J45(U1 �R1) + J44(U2 �R2)); (42)

where:

P = 1=(J44J55 � J2
45):

Simulation Conditions

The simulation is performed using the presented algo-
rithm as shown in Figure 3. The accuracy value in
the maximum load calculation is selected as �mp =
0:01 kg; motor parameters are considered to be
[�s1 �s2] = [34:67 12:21] N.m and [!nl1 !nl2] =
[5:37 5:09] rad/sec. Weighting matrixes in Equa-
tion 17 are Q4�4 = diag(1) and R2�2 = diag(1e �
4). The iteration accuracy of the coe�cients in the
algorithm of Figure 2 is selected as � = 1e � 2. A
standard second order set of polynomial functions is
chosen as the basis functions required in the algorithm
of Figure 2 as below:

f�jg10
j=1 =

�
x2

1; x1x2; x2
2; x1x3; x2x3;

x2
3; x1x4; x2x4; x3x4; x2

4

�
: (43)

A standard LQ controller is designed as the initial
stabilizing controller u(0)(x), via linearizing dynamic
equations of motion. The domain of states variation is
as follows:

�3� rad � x1 � + 3� rad;

�4 rad/sec � x2 � + 4 rad/sec;

0:1 rad � x3 � 3 rad;

�4 rad/sec � x4 � + 4 rad/sec: (44)

The algorithm of Figure 3 is presented for the end-
e�ector tracking of a 1 � 1 m2 square trajectory. At
the beginning of the motion, the end-e�ector is at the
left-hand upper corner of the square and point F at the
origin. According to Equation 37, the base is forced to
move on a prede�ned trajectory. It is considered that
the base moves from the origin to point (2; 0) and then
returns to the origin. The motion happens in 12 sec
and the initial con�guration of the mobile manipulator
is �0(0) = 0, �1(0) = 0 and �2(0) = 90�. Under
this condition, the maximum payload is found to be
5.04 kg. The obtained end-e�ector trajectories for no
load and full load conditions are shown in Figure 5.
This �gure shows that the nonlinear optimal control
has good e�ects for tracking the square trajectory. The
con�guration of the mobile manipulator with full load
is demonstrated in Figure 6. The angular positions
and velocities of joints are given in Figures 7 and 8,
respectively. The torque of joints is shown in Figures 9
and 10.
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Figure 5. No load and full load trajectory.

Linear Tracked Puma

For the second example, a spatial three-jointed Puma
robot mounted on a linear tracked base is considered.
A schematic view of this robot is shown in Figure 11.
The manipulator characteristics and D�H parameters,
which are the same as used in [6] are given in Table 2.
The base mass is assumed to be 21 kg. An optimal
trajectory, which is designed in [6], is considered as the
desired trajectory that must be tracked. The initial
coordinates of the point-mass load are E0 = (xe =

Figure 6. Con�guration of mobile manipulator in motion
with full load.

0:5 m, ye = 0, ze = �0:1 m) and it must reach the
�nal point with coordinates Ef = (xe = 0, ye = 1:2 m,
ze = 1:04 m)f at tf = 2:4 sec through an optimal
trajectory.

The generalized coordinates can be considered as
q =

�
xf �1 �2 �3

�
. The end-e�ector degree of

freedom is ne = 3 and the system degree of freedom
is equal to ns = 4. Consequently, the system has
one degree of redundancy and needs one additional
kinematical constraint for redundancy resolution. As

Table 2. Links parameters and inertia properties of Puma arm.

No. Mass (kg) Moment of Center of D �H Parameters

Inertia (kg m2) Mass (m) �i �i ai (m) di (m)

1 12

266640:2 0 0

0 0:2 0

0 0 0

37775
26664 0

�0:2

0

37775 �1 90 0 0.4

2 10

266640 0 0

0 0:2 0

0 0 0:2

37775
26664�0:25

0

0

37775 �2 0 0.5 0

3 5

266640 0 0

0 0:1 0

0 0 0:1

37775
26664�0:25

0

0

37775 �3 0 0.5 0
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Figure 7. Angular positions of joints.

Figure 8. Angular velocities of joints.

Figure 9. Actuator torque at �rst joint.

Figure 10. Actuator torque at second joint.

Figure 11. Puma mobile manipulator with linear tracked
base.

in [6], a pre-speci�ed �fth order polynomial function
from xf (0) = 0 to xf (tf ) = 0:347 m is considered for
the base motion. Motor parameters �s1, �s2 and �s3 are
considered to be

�
10 30 6:67

�
N.m and !n11, !n12

and !n13 to be
�
5:71 6:41 4:6

�
rad/sec. Matrixes

in Equation 17 are Q6�6 = diag(1) and R3�3 =
diag(1e� 3). Also, the tracking accuracy is selected as
� = 0:002 m. The required basis functions are selected
as below:

f�jg21
j=1 =

8>><>>:
x2

1; x1x2; x1x3; x1x4; x1x5; x1x6;
x2

2; x2x3; x2x4; x2x5; x2x6; x2
3;

x3x4; x3x5; x3x6; x2
4; x4x5;

x4x6; x2
5; x5x6; x2

6

9>>=>>; :
(45)

For this value of �, the maximum payload is found to
be 12.03 kg. Figure 12 shows the desired and actual
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Figure 12. Actual and desired path of end-e�ector.

trajectory of the end-e�ector and the con�guration of
links in Cartesian space. Figures 13 to 16 illustrate
the tracking error and the torque of joints 1, 2 and 3,
respectively. The angular position and velocity of the
joints are given in Figures 17 to 22.

CONCLUSION

In this paper, the Dynamic Load Carrying Capacity
(DLCC) of a two link manipulator mounted on wheeled
mobile base, and a spatial three-jointed Puma robot
mounted on a linear tracked base, which are redun-
dant systems, is determined using a nonlinear optimal
feedback controller. A new algorithm is presented
to investigate the application of this controller to
determine the DLCC of mobile manipulators for a

Figure 13. Error between desired optimal path and
actual path .

Figure 14. Torques of joint 1.

Figure 15. Torques of joint 2.

Figure 16. Torques of joint 3.
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Figure 17. Angular position of joint 1.

Figure 18. Angular position of joint 2.

Figure 19. Angular position of joint 3.

Figure 20. Angular velocity of joint 1.

Figure 21. Angular velocity of joint 2.

Figure 22. Angular velocity of joint 3.
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given trajectory. Proper constraints are applied to the
system for redundancy resolution and an augmented
Jacobian matrix is derived to describe the relation
between the joint space and the task space that is
used in the algorithm for determining the DLCC.
For designing an optimal controller, the Hamilton-
Jacobi-Bellman equation is solved using an applicable
algorithm based on successive approximation and the
Galerkin approach. A LQ controller is selected as an
initial stabilizing controller that must be used at the
beginning of the algorithm. Fully nonlinear dynamic
equations are used in the control design procedure.
The proposed algorithm does not require solving a two
point boundary value problem or linear programming,
and because the control law is designed o�-line and the
structure of the controller is closed loop, this method
is applicable and appropriate for implementation.

NOMENCLATURE

ns Dofs of system
nb Dofs of mobile platform
b the distance between driving wheels

and axis of symmetry
F base and arm connecting point
L0 the distance from to G to F
n number of state variables
�1; �2; �3 the angular displacements of links
�1; �2; �3 the torques exerted to joints
�0 the heading angle of platform measured

from X-axis of the world coordinates
qm the vector of the manipulator

coordinates
r number of additional holonomic

constraints
Z(q) additional kinematic constraints
m1;m2;m3 the mass of links
J Jacobian matrix
Jc; Jz matrixes appear in kinematic equations
r; nr subscript for redundant and non-

redundant variables, respectively
G(q) vector of gravity force
u input vector
J(x) cost function
J�; u� optimal values of J , u
ci Galerkin coe�cient
" successive algorithm accuracy
� tracking accuracy

u(0)(x) initial stabilizing controller
�mp variations of mp in maximum load

calculation algorithm

tf �nal time
!nl maximum no-load speed of motors
ne Dofs of end-e�ector
nm Dofs of links
G the intersection of the axis of symmetry

with the driving wheel axis
E end-e�ector position
r the radius of wheels
m number of control variables
(xf ; yf ) the coordination of F
X=(xe; ye; ze) the coordination of E
q the vector of generalized coordinates

of the system
qb the vector of mobile base coordinates
c number of nonholonomic constraints
l1; l2; l3 the length of links
mp the mass of payload
Ja augmented Jacobian matrix
M(q) ns � ns inertial matrix
C(q: _q) vector of Coriolis and centrifugal forces
x vector of state variables
N;Z; f; g nonlinear terms in state space

equations
Q;R states and control weighting matrixes
N number of basis functions
�i(x) Galerkin basis function
� convergence accuracy of Galerkin

coe�cients
Xd(q) desired position of end-e�ector

 stability region of initial controller
mP min initial value of mp

�s stall torque of motors
�imin; �imax lower and upper value of ith joint

torque
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