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Online Coloring Co-Interval Graphs

H. Zarrabi-Zadeh1;�

Abstract. We study the problem of online coloring co-interval graphs. In this problem, a set of
intervals on the real line is presented to the algorithm, one at a time, and upon receiving each interval
I, the algorithm must assign I a color di�erent from the colors of all previously presented intervals not
intersecting I. The objective is to use as few colors as possible. It is known that the competitive ratio of
the simple FIRST-FIT algorithm on the class of co-interval graphs is at most 2. We show that for the
class of unit co-interval graphs, where all intervals have equal length, the 2-bound on the competitive ratio
of FIRST-FIT is tight. On the other hand, we show that no deterministic online algorithm for coloring
unit co-interval graphs can be better than 3/2-competitive. We then study the e�ect of randomization on
our problem and show a lower bound of 4/3 on the competitive ratio of any randomized algorithm for
the unit co-interval coloring problem. We also prove that for the class of general co-interval graphs, no
randomized algorithm has a competitive ratio better than 3/2.
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INTRODUCTION

A variety of optimization problems in scheduling,
partitioning and resource allocation can be modeled as
graph coloring problems. The graph coloring problem
involves assigning colors to the vertices of a graph
so that adjacent vertices are assigned di�erent colors,
with the objective of minimizing the number of colors
used. It is well-known that the problem is NP-hard,
even for graphs with a �xed chromatic number k �
3 [1]. Furthermore, it is intractable to approximate
the problem to within a factor of nc for some constant
c > 0, unless P = NP [2], and to within a factor of n1�"
for any " > 0, unless ZPP = NP [3].

In the online graph coloring problem, vertices
of the graph are presented to the algorithm one at
a time. Once a new vertex, v, is presented, all the
edges connecting v to the vertices presented before v
are given. The online coloring algorithm must assign a
color to the newly presented vertex, di�erent from the
colors of all adjacent vertices presented earlier, before
the next vertex arrives.
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The main restriction here is that once a color
is assigned to a vertex, the color cannot be changed
by the algorithm at a future time. We study online
coloring problems in terms of competitive analysis,
i.e. we compare an online algorithm to an optimal
o�ine algorithm that knows the complete graph in
advance. Here, an online coloring algorithm A is called
c-competitive (with competitive ratio c) if the number
of colors used by A is at most c times the number of
colors used by the optimal o�ine algorithm.

The online graph coloring problem has been
widely studied. Lov�asz et al. [4] presented a deter-
ministic online algorithm that achieves a competitive
ratio of O(n= log� n) on all graphs. Vishwanathan [5]
gave a randomized algorithm with a competitive ratio
of O(n=

p
log n) against oblivious adversaries. This

competitive ratio was later improved to O(n= log n) [6].
Halldorsson and Szegedy [7] proved a very close lower
bound of 
(n= log2 n) for both deterministic and ran-
domized algorithms.

Due to the inherent complexity of the online
coloring problem on general graphs, many researchers
have focused their study on problem for special classes
of graphs [8-12]. For example, Kierstead and Trot-
ter [11] constructed an optimum online algorithm for
coloring interval graphs. Their algorithm uses at most
3! � 2 colors, where ! is the maximum clique size
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of the graph. Since interval graphs are perfect, their
chromatic numbers are equal to their clique numbers
(see [13] for the de�nition of graph theory terms used
throughout this paper). This means that the algorithm
of Kierstead and Trotter is 3-competitive for interval
graphs. A matching randomized lower bound of 3 is
presented in [14].

Another line of research has been on analyzing the
performance of the simple FIRST-FIT algorithm, i.e.
the algorithm that simply assigns the smallest available
color to each new vertex. For example, it is known
that for the class of interval graphs, the competitive
ratio of FIRST-FIT is at least 4.4 [18] and at most
10 [19].

In this paper, we study the online coloring prob-
lem for the class of co-interval graphs. Gy�arf�as and
Lehel [16] have shown that FIRST-FIT uses at most
2! � 1 colors on any co-chordal graph. Since interval
graphs are chordal [13], this bound also applies to co-
interval graphs. Kierstead and Qin [15] have shown
that no online deterministic algorithm can beat this
2-bound on co-interval graphs. We present the �rst
lower bound, to our best knowledge, for randomized
online coloring of co-interval graphs. We show that any
randomized algorithm for the problem has an expected
competitive ratio of at least 3/2.

For the class of unit co-interval graphs, where
all intervals have equal (unit) length, we show that
the competitive ratio of FIRST-FIT is still 2. We
then show that no deterministic algorithm for this
problem can be better than 3/2-competitive. We also
prove a lower bound of 4/3 on the competitive ratio of
any randomized algorithm for coloring unit co-interval
graphs.

The problem of coloring unit co-interval graphs
is of special interest because of its connection to some
other well-known problems. For example, the problem
in the o�ine setting is equivalent to the problem of �nd-
ing the largest subset of disjoint intervals among a given
set of unit intervals, i.e. �nding maximum independent
sets in unit interval graphs. This independent set
problem can be viewed as a simple scheduling problem
called \activity selection" by Cormen et al. [20]. In
the online setting, our problem is equivalent to the
problem of online covering a set of points on the

line using a minimum number of unit intervals for
which a randomized 11/6-competitive algorithm has
been recently announced in [17]. A summary of the
lower and upper bounds provided in this paper and in
previous works is presented in Table 1.

UNIT CO-INTERVAL GRAPHS

It is known that all comparability graphs are per-
fect [13], so their chromatic numbers are equal to their
clique numbers. Gy�arf�as and Lehel [16] have shown
that for any deterministic online coloring algorithm,
A, and any positive integer, k, there is a tree, T , such
that A uses at least k colors on T . Since every tree
is a comparability graph with clique number two, it
follows that the number of colors used by First-Fit on
comparability graphs cannot be bounded in general by
their clique number.

On the other hand, for the class of co-interval
graphs, which is a subclass of comparability graphs,
we can obtain better bounds on the competitive ratio
of the FIRST-FIT algorithm. The result of [16] shows
that FIRST-FIT needs at most 2!�1 colors on the class
of co-chordal graphs, where ! is the clique number of
the graph. Since co-interval graphs are special cases of
co-chordal graphs, this bound also applies to co-interval
graphs.

In the following, we show that the above upper
bound on the number of colors used by FIRST-FIT
is indeed tight, even on the class of unit co-interval
graphs.

Theorem 1

There exist unit co-interval graphs on which FIRST-
FIT uses at least 2! � 1 colors.

Proof

For any integer k, we show that there is a co-interval
graph of size 3k � 2 with clique number k for which
FIRST-FIT uses exactly 2k � 1 colors. Here is our
construction: We �rst present a sequence of 2k � 2
intervals of the form [i; i+ 1] (for 2 � i < 2k) in order
from left to right. FIRST-FIT colors this sequence with
exactly k � 1 colors: It assigns a unique color to each

Table 1. Summary of the results of this paper and the previous works. Each entry of the table represents a lower/upper
bound on the competitive ratio of online algorithms for the corresponding coloring problem.

Deterministic Randomized

LB UB LB UB

Coloring co-interval graphs 2 [15] 2 [16] 3/2 2[16]

Coloring unit co-interval graphs 3/2 2 [16] 4/3 11/6 [17]



Online Coloring Co-Interval Graphs 3

pair of consecutive intervals [i; i + 1] and [i + 1; i + 2]
for i 2 f2; 4; : : : ; 2k � 2g. Next, we present k unit
intervals of the form [2i� 1

2 ; 2i+
1
2 ] for 1 � i � k. Since

none of these intervals can be colored with previous
colors, FIRST-FIT needs to assign k new colors to these
k intervals, summing up to a total number of 2k �
1 colors. However, it is easy to verify that the co-
interval graph represented by this set of intervals has a
chromatic number of exactly k. �

FIRST-FIT is usually referred to as the simplest
greedy algorithm for coloring problems. Several other
greedy approaches are available for coloring unit co-
interval graphs, all leading to a competitive ratio of at
most 2. The following is an example of such greedy
algorithms.

Algoritm 1 (GRID-COLOR)

Build a uniform unit grid on the line. Assign each
interval to the leftmost grid point intersecting it. Color
all intervals assigned to the same grid point with a
unique color di�erent from colors assigned to the other
grid points.

Theorem 2

GRID-COLOR is 2-competitive on the class of unit co-
interval graphs.

Proof

Let G be a unit co-interval graph, and C be an optimal
coloring for it. Let I be a subset of intervals receiving
the same color in C. We claim that all intervals
in I are assigned to, at most, two consecutive grid
points. Suppose by contradiction that there are two
unit intervals, I1; I2 2 I, that are assigned to two non-
consecutive grid points. Then, the enclosing interval of
I1[I2 has a length of more than 2. Since each of the two
intervals has unit length, we conclude that I1 and I2
are disjoint. But, then, I1 and I2 must receive di�erent
colors in C, which is a contradiction. It shows that
GRID-COLOR has a competitive of ratio at most 2. To
see why the 2-bound is tight, just consider a sequence of
unit intervals, [i�1=2; i+1=2] for 1 � i � 2k, on which
the GRID-COLOR algorithm uses 2k colors, while the
optimal coloring uses only k colors.�

A Deterministic Lower Bound

As mentioned in the previous section, FIRST-FIT has
a competitive ratio of 2 on the class of unit co-interval
graphs. An immediate question is whether one can
obtain better deterministic algorithms for this problem.
The following theorem shows that no such algorithm
can be better than 3/2-competitive.

Theorem 3

There is a lower bound of 3=2 on the competitive ratio
of any deterministic online algorithm for coloring unit
co-interval graphs.

Proof

Let Ii = [i; i+1] for i 2 f1; � � � ; 4g. Consider two input
sequences �1 = hI2; I3i and �2 = hI2; I3; I1; I4i. The
adversary chooses one of the two sequences as input.
Let A be any deterministic algorithm for the problem.
No matter which sequence is chosen by the adversary,
A receives I2 and I3 as the �rst two intervals. If A
decides to color I2 and I3 with two di�erent colors,
then A is 2-competitive on �1. If A decides to color
I2 and I3 with the same color, then it needs two more
colors to color I1 and I4. It means that A needs three
colors on �2, while the chromatic number of �2 is 2.
Thus, A is at least 3/2-competitive on these two input
sequences.�

Randomized Algorithms

Although it is known that no deterministic online
algorithm can be better than 2-competitive for coloring
co-interval graphs, the recent results in [17,21] show
that this 2-bound can be beaten for the class of unit co-
interval graphs using randomization. The randomized
algorithms in [17,21] indeed solve the following cluster-
ing problem:

Problem 1 (1D Unit Clustering)

Given a set of n points on the line, partition the set
into clusters (subsets), each length of at most one, so
as to minimize the number of clusters used. Here, the
length of a cluster refers to the length of its smallest
enclosing interval.

In order to apply the results obtained in [17,21] to
our problem, we �rst need to draw an equivalence be-
tween the 1D unit clustering problem and the problem
of coloring unit co-interval graphs.

Observation 1

The one-dimensional unit clustering problem (as de-
�ned above) is equivalent to the problem of coloring
unit co-interval graphs.

Proof
It is clear from the elementary graph theory that
coloring co-interval graphs is equivalent to clique par-
titioning interval graphs, i.e. partitioning a set of
intervals into a minimum number of subsets such that
intervals in each subset have a common intersection
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point. In other words, given a set, I, of unit intervals,
we want to �nd a minimum cardinality set of points,
P, such that each interval in I is \pierced" by at least
one of the points in P.

Now, we de�ne the following \point-interval"
duality: For a given point, p, we de�ne p� to be the
unit interval centered at p. For a unit interval, I, we
de�ne I� to be its center. It is easy to observe that:

p 2 I , I� 2 p�:
Given an instance of the unit interval piercing

problem, we can map each unit interval to its dual
point and, hence, come up with the following equivalent
\dual" problem: Given a set, P, of points on the line,
�nd a minimum cardinality set, I, of unit intervals
such that each point in P is contained in at least one
interval of I. This is equivalent to what is de�ned in
Problem 1.�

For the online unit clustering problem in one
dimension, a randomized algorithm with competitive
ratio 11/6 is presented in [17]. The following is a direct
corollary of that result and Observation 1.

Corollary 1

There is a 11=6-competitive randomized algorithm for
online coloring unit co-interval graphs.

A Randomized Lower Bound

A randomized lower bound of 4/3 for the online unit
clustering problem in one dimension has been proved
in [21] using Yao's minimax principle. In the following
theorem, we provide a similar result for randomized
online coloring unit co-interval graphs. Our proof is
direct and does not use Yao's principle.

Theorem 4

Any randomized algorithm for online coloring unit co-
interval graphs is at least 4/3-competitive.

Proof

Let A be an arbitrary randomized algorithm for the
problem, and let �A(�) be the expected competitive
ratio of A on an input sequence, �. De�ne Ii = [i; i+1]
for i 2 f1; : : : ; 4g and consider two input sequences,
�1 = hI2; I3i and �2 = hI2; I3; I1; I4i. No matter which
of these two sequences is chosen by the adversary, A
receives I2 and I3 as the �rst two intervals. Let E be
the event that A assigns two di�erent colors to I2 and
I3. If E occurs, then A uses 2 colors on each of the
input sequences, �1 and �2. If E doesn't occur, then A

uses one color on �1 and 3 colors on �2. Let p = Pr[E].
Then, it is clear that:

�A(�1) = 2p+ (1� p) = p+ 1;

and:

�A(�2) =
1
2

(2p+ 3(1� p)) = (3� p)=2:
If p > 1=3, then �A(�1) = p + 1 > 4=3 and, hence,
A is not 4/3-competitive on �1. Thus, we can assume
that p � 1=3. But then, A cannot be better than 4/3-
competitive because �A(�2) = (3� p)=2 � 4=3.�

GENERAL CO-INTERVAL GRAPHS

In this section, we consider the class of general co-
interval graphs. Obviously, the 4/3 lower bound
proved in the previous section also applies to this class.
Here, we obtain a stronger result by proving that no
randomized algorithm for coloring (arbitrary rather
than unit) co-interval graphs can be better than 3/2-
competitive.

Theorem 5

There is a lower bound of 3/2 on the competitive ratio
of any randomized algorithm for online coloring co-
interval graphs.

Proof

By Yao's minimax principle [22], the expected compet-
itive ratio of the optimal deterministic algorithm for an
arbitrarily chosen input distribution is a lower bound
on the expected competitive ratio of every randomized
algorithm. Thus, to show the lower bound, we only
need to provide a probability distribution on a set of
input sequences such that the expected competitive
ratio of any deterministic online algorithm on that
distribution is at least 3=2.

Let k � 1 be a �xed integer. For 1 � i � k, we
de�ne three types of interval, ai, bi and ci, on the real
line as follows:

ai = [3i� 3; 3i� 2];

bi = [3i+ 1; 3i+ 2];

ci = [3i+ 2;+1]:

Consider k blocks of intervals B1;. . . ; Bk where each
block is a sequence of two or three intervals de�ned as
follows:

Bi =

8><>:hb1; c1i i = 1;
hai; bi; cii 2 � i < k;
hak; bki i = k:
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We construct a set, I, of k input sequences, �1 to �k,
where each �i is obtained by concatenating the �rst i
blocks B1 to Bi, in order from left to right. It is easy to
observe that the co-interval graph represented by each
�i has a chromatic number equal to i.

Now, we de�ne a probability distribution, P, over
the input set, I. Let pi be the probability that �i is
chosen as input. We de�ne:

pi =

(
2k�1

2k�1 :
i
2i 1 � i � k � 1;

k
2k�1 i = k:

Note that our probability distribution is properly de-
�ned, i.e.

Pk
i=1 pi = 1.

FIRST-FIT uses exactly 2i�1 colors to color each
�i (it opens a new color on every bj (1 � j � i) and
a new color on every aj (1 < j � i)). Thus, the
expected competitive ratio of FIRST-FIT on the input
distribution, P, is:

�FF =
kX
i=1

pi
�

2i� 1
i

�
=

3
2
� 1

2(2k � 1)
:

Our aim is to show that the expected competitive ratio
of any other deterministic online algorithm is at least
�FF on the input distribution, P.

Let A be an arbitrary deterministic online algo-
rithm. Since all sequences in I are pre�xes of �k, A
makes the same decision on any speci�c interval in all
input sequences. Let di be the decision made by A
upon receiving the interval ci (1 � i < k). We set
di = 0, if A colors ci with the same color assigned to bi,
and set di = 1, otherwise. Note that A can always color
ci with the same color assigned to its preceding bi. This
is because bi has no intersection with the intervals of
types a and b presented before it, and has intersection
with all intervals of type c presented thus far.

We call the sequence of decisions hd1; � � � ; dk�1i
the characteristic sequence of A. The claim is that
knowing the characteristic sequence of algorithm A, we
can determine the minimum number of colors that A
needs on each input sequence, regardless of decisions it
makes on intervals of types a and b.

Suppose that a sequence, � = hd1; � � � ; dk�1i of
k � 1 bits is given where each di 2 f0; 1g. We de�ne a
deterministic online algorithm FF(�) as follows. Upon
receiving an interval of type c, say ci, the algorithm
checks the corresponding bit, di, in the bit sequence, �,
and opens a new color for the interval or colors it using
the same color assigned to its preceding bi, depending
on whether di is 1 or 0, respectively. On the other
hand, when FF(�) receives an interval of type a or b, it
just behaves like the FIRST-FIT algorithm, i.e. assigns
the �rst available color to the given interval or opens a
new color for the interval provided no previous color is
available.

Claim 1

Among all deterministic online algorithms with char-
acteristic sequence �, FF(�) uses the minimum number
of colors on every input sequence in I.

Claim 2

For any arbitrary sequence � of k�1 bits, the expected
competitive ratio of FF(�) on the input distribution P
is equal to �FF.

Claim 1 is easy to prove. Here, we provide a proof
for Claim 2. Let m be the number of bits which are
equal to 1 in the given sequence, �. We prove the claim
by induction on m. The base case, m = 0, is trivial
because in this case all entries in � are 0, and hence
FF(�) is the same as the FIRST-FIT algorithm.

Now, suppose that the claim is true for all se-
quences with less than m bits equal to 1 and consider a
sequence, � in which m bits are 1. Let j (1 � j � k�1)
be the position of the last 1-bit in �. Changing the jth
bit in � from 1 to 0, we obtain a new sequence, which
we call �. Since the number of 1-bits in � is m � 1 by
the induction hypothesis, therefore:

�FF(�) = �FF;

where �FF(�) is the expected competitive ratio of FF(�).
Since the �rst j � 1 bits of � and � are the same, the
competitive ratio of FF(�) is equal to that of FF(�) on
all input sequences smaller than �j in I. For �j , FF(�)
uses one color more than FF(�) because FF(�) assigns
two di�erent colors to two intervals, bj and cj , while
FF(�) colors these two intervals with the same color.
On the other hand, FF(�) uses one color less than FF(�)
on any input sequence, �i, for all j < i � k. This is
because FF(�) needs to open two new colors for aj+1
and bj+1, while FF(�) does not open any new color
for these two intervals; it colors aj+1 with the same
color assigned to bj and colors bj+1 with the same color
assigned to cj . Thus:

�FF(�) = �FF(�) + pj
�

1
j

�
�

kX
i=j+1

pi
�

1
i

�
:

But, we know that:

kX
i=j+1

pi
�

1
i

�
=

k�1X
i=j+1

2k�1

2k � 1
:

1
2i

+
1

2k � 1

=
2k�1

2k � 1

�
1
2j
� 1

2k�1

�
+

1
2k � 1

=
2k�1

2k � 1

�
1
2j

�
= pj

�
1
j

�
:
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Therefore:

�FF(�) = �FF(�) = �FF

and the proof of Claim 2 is complete.
Claims 1 and 2 together show that the expected

competitive ratio of any deterministic online algorithm
on the input distribution, P, is at least �FF. If k
is chosen arbitrarily large, �FF tends to 3/2 and the
theorem statement follows.�

CONCLUSION

In this paper, we have provided some lower bounds on
the competitive ratio of deterministic and randomized
algorithms for online coloring co-interval graphs. Our
work raises many open questions concerning the gap
between the upper and lower bounds presented in
Table 1. Since the submission of this paper, Epstein
and van Stee [23] have succeeded in improving the
deterministic and randomized lower bounds for coloring
unit co-interval graphs to 8/5 and 3/2, respectively.
They have also presented a deterministic algorithm
for the one-dimensional unit clustering problem (and
hence, for coloring unit co-interval graphs) with a
competitive ratio of 7/4.

For the class of general co-interval graphs, it is
known that no deterministic online coloring algorithm
can be better than 2-competitive [15], but we do
not see any simple argument that achieves a similar
randomized lower bound. An interesting question that
remains open is whether one can obtain an online
coloring algorithm for general co-interval graphs with
a competitive ratio strictly less than 2 using random-
ization.
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