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Rate Allocation with Minimized Packet-Loss
in Multi-Hop Wireless Ad Hoc Networks

P. Goudarzi1

Abstract. Due to time-varying topological changes in a wireless ad hoc network, it is a challenging
issue to provide stringent QoS requirements of most real-time applications. Each real-time application
requires a speci�c set of QoS parameter guarantees (such as delay, jitter, packet loss. . . ). As multi-
path routing has the potential of reducing the congestion and increasing the throughput of the user tra�c
in multi-hop wireless networks, it is assumed that multiple paths are available in advance between each
source-destination pair. In the current work, those subsets of real-time applications (such as Video On
Demand), which require minimized packet loss and a lower bound on the delivered bandwidth, are taken
into account. Using a constrained optimization framework and trying to minimize the packet loss, an
optimal rate is allocated to each source-destination path of the real-time application. Simulation results
verify the enhanced performance of the proposed method in terms of the packet error rate.

INTRODUCTION

Ad hoc wireless networks are collections of wireless
mobile nodes that self-con�gure to form a network
without the aid of any pre-established infrastruc-
ture [1]. Due to the dynamic nature of these networks,
traditional routing protocols are useless. So, special
proactive/reactive multi-hop routing protocols (such
as DSDV/AODV), route packets through intermedi-
ate nodes towards their �nal destination. Multi-hop
routing can reduce interference, improve connectivity
and allow distant nodes to communicate e�ciently [2].
In addition, multi-path routing, where a source node
uses multiple multi-hop routes or paths through the
network to send data to a given destination, allows
a higher throughput between these nodes than if just
one path was used. On the other hand, using multiple
paths between any source-destination pair can improve
the important reliability and availability features of
the routing strategy. Multi-path routing can provide
both diversity and a multiplexing gain between a
source and destination. However, multi-hop and multi-
path routing can also increase the total packet loss
between the source and destination, especially if there
is congestion in the paths or if the bit error rate of the
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paths are high due to bad wireless link conditions (i.e.
existence of high noise or interference levels). Thus,
supporting multimedia data with a stringent maximum
loss requirement over multi-hop ad hoc networks with
multi-path routing is an important and challenging
research area. In this paper, we assume the packet
loss is only due to the wireless link conditions and
also assume that all of the nodes have an adequate
bu�ering capability (theoretically in�nite bu�er size),
so the congestion related loss can be ignored.

The rest of the paper is organized as follows:
First, an overview is given about the related work in
this area. Then, the proposed optimization framework
is introduced in detail. Following that, the simulation
results and some concluding remarks and hints regard-
ing further work are given.

RELATED WORKS

Sending multimedia tra�c over wireless ad hoc net-
works is a challenging issue and many active research
areas exist that all try to resolve the problem.

Some researchers such as those in [3-4] try to use
adaptive link layer techniques for throughput optimiza-
tion. The authors in [4] propose a mathematical frame-
work in which they vary adaptively the constellation
size of a MQAM modulator, in order to maximize the
single user throughput.

In [5-6], a congestion-minimized stream routing
approach is adopted. In [6], the authors analyze the
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bene�ts of an optimal multi-path routing strategy,
which seeks to minimize congestion on the video
streaming in a bandwidth limited ad hoc wireless
network. They also predict the performance in terms of
rate and distortion, using a model which captures the
impact of quantization and packet loss on the overall
video quality.

Some researchers such as Agarwal [7], Adlakha [8]
and Zhu [9] follow some congestion-aware and delay-
constrained rate allocation strategies. Agarwal et
al. [7] introduce a mathematical constrained convex
optimization framework, by which they can jointly
perform both rate allocation and routing in a delay-
constrained wireless ad hoc environment.

Adlakha et al. [8] extend the conventional layered
resource allocation approaches by introducing a novel
cross-layer optimization strategy in order to more
e�ciently perform the resource allocation across the
protocol stack and among multiple users. So, they
show that their proposed method can support simulta-
neous multiple delay-critical application sessions such
as multi-user video streaming.

For multi-path video streaming over ad hoc wire-
less networks, the received video quality is in
uenced
by both the encoder performance and the delayed
packet arrivals due to a limited bandwidth. So, Zhu
et al. [9] propose a rate allocation scheme to optimize
the expected received video quality, based on simple
models of encoder rate-distortion performance and
network rate-congestion tradeo�s.

As the wireless link quality varies, the video
transmission rate needs to be adapted accordingly.
In [10], measurements of packet transmission delays at
the MAC layer are used to select the optimal bit rate
for video subsequently enforced by a transcoder. The
bene�t of cross-layer signaling in rate allocation has
also been demonstrated in [11], where adaptive rate
control at the MAC layer is applied in conjunction with
an adaptive rate control during live video encoding.

The authors in [12] propose a media-aware multi-
user rate allocation algorithm in multi-hop wireless
mesh networks that can adjust the video rate adap-
tively based on both video content and network con-
gestion, and show the bene�ts of their work with
respect to the well-known TCP Friendly Rate Control
(TFRC) [13].

In the current work, a similar approach as in [7],
is being adopted by which a constrained optimization
framework is introduced for optimal rate allocation
to some subsets of the real-time applications, which
require a minimized packet loss. In [14], the authors
do a similar optimization, but they take the average
congestion of the overall network as the QoS criterion
and minimize it to �nd the optimal solution for rate
allocation on the available paths using simulations.
Our work di�ers from [7] and [14] in terms of the QoS

criterion used, which for us is the overall probability of
packet loss in multi-path routing based rate allocation
to a real-time application with stringent maximum
packet loss and minimum bandwidth requirements such
as Video On Demand (VOD).

We also have used a penalty function approach for
solving the proposed constrained optimization problem
such as those introduced in [15-16].

PROPOSED OPTIMIZATION
FRAMEWORK

Consider the multi-hop wireless ad hoc network de-
picted in Figure 1.

Assume that the existing multi-path routing pro-
tocol (e.g. AOMDV [15]) introduces N disjoint multi-
hop paths between source-destination pair (S,D), pe-
riodically. Each path is associated with a tra�c 
ow
and these multiplexed 
ows are aggregated in the des-
tination node to produce the initial source-generated
tra�c stream. The number, N , is selected, based
on the assumption of availability of the current paths
throughput information for the source node, S, and
the su�ciency of the aggregate estimated throughput
for the tra�c's minimum bandwidth requirements.

We assume a simple strong Line Of Sight (LOS)
with BPSK signaling for the node's wireless transmis-
sions and also neglect the interfering e�ect of wireless
transmissions between di�erent paths [1]. In reality,
the lack of interference would correspond to the use of
perfectly orthogonal spreading codes in each multi-hop
route, or to the use of disjoint frequency bands in the
active multi-hop communication routes.

We also assume that the underlying routing pro-
tocol is fast enough, such that it can capture the nodes
mobility and, with the assumption of the existence
of routed paths, the proposed rate allocation method
works properly as if it is in a static scenario. It
also must be assumed that the nodes mobility is slow

Figure 1. A typical multi-hop wireless ad hoc network.
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enough such that it doesn't change the propagation
model of the nodes into fading or shadowing ones.

Each path i contains �i wireless links from source
to destination for 1 � i � N . We also assume that the
transmitted data is fragmented in equal length packets
of length L bits enabled with FEC error correction
capability up to M bits.

It is assumed that the nodes have su�cient bu�er-
ing capability in such a way that the congestion-related
packet losses can be ignored and the packet loss is only
a�ected by physical Bit Error Rate (BER) properties
of the wireless link.

According to [1], the BER of the i'th 
ow in link j
can be represented for a simple strong LOS propagation
model with BPSK signaling as follows:

bij = Q
�
�ijprij

�
;

1 � j � �i; 1 � i � N; (1)

where:

�ij = kij :
p
TPij ; 8i; j 2 <i

Q(y) , 1p
2�

Z 1
y

e
�y2

2 dy;

where kij is a physical constant, <i is the (nonempty)
set of wireless links associated with the ith 
ow and
TPij is the transmitted power along the jth link of
the ith 
ow. rij is the total transmission data rate
associated with the jth link of the ith 
ow. We assume
that TPij is �xed during transmission, and so does
not depend on the transmission data rate, rij . rij
consists of two parts: one is the tra�c rate allocated
to the ith 
ow, which is denoted by xi and another
part is associated with the time-varying jth link cross
(background) tra�c, which is denoted by fij . Thus, we
have:

rij = xi + fij ; 8i; j 2 <i: (2)

With the assumption of the independent link bit error
rate, the total bit error rate along the i'th path can be
calculated as follows:

Bi = 1�
�iY
j=1

(1� bij); 8i: (3)

If the FEC induced error correction capability of a
packet with length L bits is M bits (M > 1) with
the assumption of independent bit errors (lack of burst
errors), the Packet Error Rate (PER) along the i'th
path (
ow) can be calculated as:

pi = 1�
MX
m=0

�
L
m

�
Bmi (1�Bi)L�m; 8i: (4)

The total PER of the source-destination pair with the
assumption of independent path packet losses can be
written as:

pT = 1�
NY
i=1

(1� pi): (5)

We are now in a position that can start the formulation
of the proposed constrained optimization problem as
follows:

Minimize pT : (6)

Subject to:

NX
i=1

xi � nmin; (7)

xi � 0; 8i; (8)

in which xmin is the minimum required bandwidth for
the real-time application.

As the constraint set is convex, in order for
the constrained optimization problem (Relations 6-
8) to have a unique optimal solution vector x =
(x1; x2; � � � ; xN ), it is necessary and su�cient that the
following Lagrangian equations have positive second
derivatives with respect to all of the xi variables [16].

= , pT � �
 

NX
i=1

xi � xmin

!
: (9)

From Equation 2, one can write:

�iX
j=1

rij = �i:xi +
�iX
j=1

fij ; 8i: (10)

Before continuing the derivation of the second deriva-
tive of the Lagrangian function, we make the following
simplifying conjecture.

Conjecture

If we neglect the congestion-related packet losses by
in�nite bu�er size nodes, we have:

@rij
@xi

�= 1; 8i; j 2 <i: (11)

As we have neglected the congestion-related packet
losses by in�nite bu�er size nodes, the conjecture
(Relation 11) seems reasonable because target tra�c
xi and cross tra�c fij do not contend for the wireless
channel capacity.

We will show in the corollary that in the case
where conjecture (Relation 11) is not true, we can
still have a unique solution vector for the optimization
problem (Relations 6 to 8).
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Theorem

Consider a typical multi-hop wireless ad hoc network.
Assume that L� 1 and that the following holds:

0 � Bi < 1
L
; 8i: (12)

Then, there exists some M such that the optimization
problem (Relations 6 to 8) has a unique and optimal
solution vector.

Proof

First, it must be shown that the Lagrangian (Rela-
tion 9) have positive second derivatives with respect to
all of the xi variables.

Based on Relations 9 to 11, we have the following
relations:

@=
@xi
�= 1
�i
:
�iX
j=1

@=
@rij

:
@rij
@xi

=
1
�i
:
�iX
j=1

@pT
@rij

� �; 8i: (13)

From Relations 5 and 13, we have:

@=
@xi

=
1
�i
:
�iX
j=1

NY
m=1
m 6=i

(1� pm)
@pi
@rij

� �; 8i: (14)

Similarly, from Relations 11 and 14, we can write:

@2=
@x2

i
=

1
�2
i
:
�iX
j=1

�iX
k=1

NY
m=1
m 6=i

(1� pm)
@2pi

@rij@rik
; 8i: (15)

From Equation 4, we have:

@pi
@rij

= �@Bi
@rij

'i; 8i; j 2 <i; (16)

where:

'i ,
MX
m=0

�
L
m

�
(m� L : Bi)Bm�1

i (1�Bi)L�m�1:
(17)

Similarly, we can write:

@2pi
@rij@rik

= �'i @2Bi
@rij@rik

�  i @Bi@rij
:
@Bi
@rik

;

8i; j; k 2 <i; (18)

where for each i we have:

 i =
@'i
@Bi

, L(L� 1)(1�Bi)L�3((L� 1)Bi � 1)

+
MX
m=2

�
L
m

�
Bm�2
i (1�Bi)L�m�2

[m(m� 1)� 2mBi + L(L� 1)B2
i ]:

(19)

From Equations 1 and 3, we can write:

@Bi
@rij

=

264 �iY
k=1
k 6=j

(1� bik)

375 �ij :e��2
ij

rij

2
p

2�
r�3=2
ij ;

8i; j 2 <i; (20)
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ik ;
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and also:
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ij

=
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k 6=j

(1� bik)

�ij :r
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ij :e

��2
ij
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p
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2
rij);

8i; j 2 <i: (22)

Based on Relation 12, it can easily be shown that:

@Bi
@rij

> 0; 8i; j 2 <i; (23)

@2Bi
@rij@rik

< 0; 8i; j; k 2 <i; j 6= k: (24)

Also, we can write:

@2pi
@r2
ij

= �'i @2Bi
@tij@rik

�  i(@Bi@rij
)2;

8i; j; k 2 <i: (25)
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We make the following de�nitions:

�jki ,
@2pi

@rij@rik
; �ji ,

@2pi
@r2
ij
;

8i; j; k 2 <i:
It is clear from Equations 17 to 22 and 25 that both
�jki and �ji are continuous functions of parameter Bi.

For proving the theorem, we consider two di�erent
cases:

a) Consider the case j 6= k:
Based on Equations 18, 20 and 21, we can write:

�jki =
@2Bi

@rij@rik
('i � (1�Bi) i): (26)

Consider the following functional:

T (Bi) , 'i � (1�Bi) i:
By considering M = 2, for each i we have:

'i = �L(L� 1)(L� 2)
2

B2
i (1�Bi)L�3; (27)

(1�Bi) i =� L(L� 1)(L� 2)

Bi(
L� 1

2
Bi � 1)(1�Bi)L�3: (28)

Thus, based on assumption in Relation 12, we can
write:

T (Bi) =� L(L� 1)(L� 2)

Bi(
L
2
Bi � 1)(1�Bi)L�3 > 0: (29)

From Equations 26 and 29, it can be deducted that:

@2pi
@rij@rik

> 0; 8i; j; k 2 <i: (30)

b) Consider the case j = k:
First, from Equations 27 and 28 we can write:

'i;  i < 0; 8i: (31)

As we have L � 1, from Relation 12, it can be
concluded that Bi � 1. From Equation 3, it can
be easily concluded that bij � Bi � 1 for each i; j,
and based on Equation 1, we have:

bij � 1) �ijprij >
r

3
2
;

(
1 � j � �i
1 � i � N: (32)

From Equations 22, 25, 27, 28 and 32, it can be
concluded that:

@2pi
@r2
ij
> 0; 8i; j; k 2 <i: (33)

From Relations 30, 33 and 15, we can write:

@2=
@x2

i
> 0; 8i: (34)

From Relation 34 and the convexity of the con-
straint set (Relations 7 and 8), it can be resulted
that the constrained optimization problem (Rela-
tions 6 to 8) has a unique and optimal solution
vector x� [16]. �

Corollary

Under assumption in Relation 12 and if conjecture
(Relation 11) is not valid, the optimization problem
(Relations 6 to 8) still has a unique and optimal
solution vector.

Proof

If conjecture (Relation 11) is not valid, we have:

@rij
@xi

= 1 +
@fij
@xi

; 8i; j 2 <i: (35)

We can partition the wireless links in <i to two disjoint
sets. One set is related to the congested links, which
we denote by <ci and the other is associated with non-
congested ones, i.e. Ri jRci .

For non-congested links, the conjecture (Rela-
tion 11) is true, but for congested links, we can simply
write:

@fij
@xi

= �1) @rij
@xi

= 0; 8i; j 2 <i: (36)

The general form of Equation 14 would be:

@=
@xi

=
1
�i
:
�iX
j=1

NY
m=1
m 6=i

(1� pm)

�
1 +

@fij
@xi

�
@pi
@rij

� �; 8i: (37)

From Relations 11 and 36, we can write:

@=
@xi

=
1
�i

NY
m=1
m 6=i

(1� pm)
X

j2<i <ci
(1 +

@fij
@xi

)
@pi
@rij

� �;

8i: (38)
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By adopting similar mathematical relations such as
those described in the previous theorem for the non-
congested links, we can deduct the convexity of the La-
grangian function and also the optimality and unique-
ness of the solution vector. �

Now, for �nding the analytical solution of Rela-
tions 6 to 8, we must have:
@=
@xi

; 8i: (39)

From Relation 13, we have:
�iX
j=1

@pT
@rij

= �i�; 8i: (40)

From Equations 5, 16 and 20, for each i we have:

'i:
�iX
j=1

NY
m=1
m 6=i

�iY
k=1
k 6=j

(1� bik)(1� pm)

�ij
2
p

2�
e�

�2
ij
rij r�

3
2

ij + �i� = 0: (41)

It is clear that Equation 41 is a transcendental function
of xi and cannot be solved analytically, so we try to use
an iterative approach for �nding the optimal solution
vector, x�.

Many iterative methods have been proposed that
lead to the optimal solution of constrained optimization
problems (Relations 6 to 8) [16]. From these methods,
we have selected the penalty function approach.

Consider the following penalty function:

g(y) =

(
0 ; y � 0
�y ; y < 0:

(42)

The solution of the optimization problem (Relations 6
to 8) is equivalent to the solution of the following
unconstrained problem when �! +1 [16].

Minimize � , pT + �:g(
NX
i=1

xi � xmin): (43)

As we can see from assumption in Relation 8, for
guaranteeing the uniqueness of the solution vector
in optimization problems (Relations 6 to 8), it is
necessary that the xi variables must be non-negative.
So, we must solve a projected version of unconstrained
optimization (Relation 43) [16]. The iterative gradient
descent solution for solving the unconstrained problem
(Relation 43) is as follows (for each i):

xi[n+ 1] = fxi[n]� `i @�
@xi
jxi=xi[n]g+; (44)

where:
fyg+ , max(0; y);

and `i is some positive and su�ciently small constant
that guarantees the convergence [17].

SIMULATION RESULTS

Part I: Static Scenario

Consider a sample simulation scenario that has been
consisted of 50 nodes randomly distributed in a 10 m
�10 m area.

The nodes mobility has been neglected by the
assumption of a static network topology.

A multi-path routing protocol [15] is enabled and
introduces 4 disjoint paths for carrying the source-
destination pair's tra�c.

An important point that must be mentioned
here is the fact that by using a proper feedback
mechanism such as the Real-Time Control Protocol
(RTCP), Equation 44 can easily be implemented in
a distributed and end-to-end manner with minimal
complexity; because each end node only needs the
feedback information for computing optimal rates, xi
in Equation 44 and the allocation of these rates to
each path. This fact is an important issue for the
implementation of such algorithms in power limited ad
hoc networks.

The average variable bit rate (VBR) cross tra�c
is selected to be 20 kbps for each wireless link. The �ij
parameters in Equation 1 are listed in Table 1. We have
selected a simpli�ed LOS propagation model for the
wireless medium. We have selected an error correction
capability up to 2 bits (M = 2), 4 disjoint paths (N =
4), a packet size of 512 bits (L = 512) and a minimum
bit rate (xmin) of 128 kbps. We assume that the 1st,
2nd, 3rd and 4th paths consist of 5, 4, 4 and 3 wireless
links, respectively.

`i in Equation 44 is selected to be 0.0001 for
each i.

The rate allocated to each path and the aggre-
gate rate allocated to the source-destination pair are
depicted in Figures 2 and 3 and are compared therein.

As can be veri�ed from Figure 2, the allocated
rates have 
uctuations. These 
uctuations are the
direct consequence of competition between the rates
allocated to the paths and the VBR cross tra�c for
consuming the link capacities.

After taking a summary of the average packet loss
in each path, we have concluded that the percentage
of the PER in paths 1, 2, 3 and 4 are approximately
40%, 32%, 18% and 10% of the total PER. Now, we
can conclude that the result of the further allocated

Table 1. Values of the �ij parameters.

�ij Link 1 Link 2 Link 3 Link 4 Link 5

Path 1 1 2 1.5 3 1

Path 2 1 2 3 1.7

Path 3 4 2 1 1

Path 4 2.1 1.2 1.3



Rate Allocation in Wireless Ad Hoc Networks 71

Figure 2. Rate allocated to each path in the proposed
method.

Figure 3. The aggregate rate in the proposed method.

rate to path 4 is the result of less packet error rate
associated with this path. In other words, the rate
allocation algorithm in Equation 44 further penalizes
those paths with higher levels of packet error rate.

We also calculated the paths' bit error rates
(Bi) for each i and the resulting Bi's are 0.00192,
0.00157, 0.00091 and 0.00045 for paths 1, 2, 3 and
4, respectively. As L is selected to be 512 based on
Relation 12, these Bi's must be less than 0.00195, in
order for the optimization problem (Relations 6 to 8)
to have an optimal solution.

The aggregate allocated rate to source-destination
pair is depicted in Figure 3. It can be seen that, as
speci�ed in Constraint 7, the total allocated rates to
all of the paths tend to the target value xmin = 128
kbps.

The total PER performance of the proposed
method is compared against a scenario in which equal

rates are allocated to each path in Figure 4. As the
reader can verify, the proposed method outperformed
the equal-share scenario.

Part II: Dynamic Scenario

For this part, we use the ns-2 network simulator, due
to its extensive support for MANETs. Again, we
generate scenarios with 50 mobile nodes distributed
over a 10 m � 10 m area. We distribute the nodes,
each with a transmission range of 1 m, according to
the stationary distribution of the random waypoint
mobility model [18]. This ensures that the stationary
distribution of the nodes from the start of the simula-
tion. The nodes are moving with the average speed of
1 m/s. Again, the multipath routing is enabled which
introduced 4 disjoint paths for carrying the source-
destination pair's tra�c.

Each 
ow established from a source to a destina-
tion is (VBR), using an implementation of proposed
iteration (Equation 44) as a transport protocol.

xmin is selected to be 128 kbps. Paths' 1-4 capac-
ities are considered to be equal to 50 kbps, 75 kbps,
30 kbps and 85 kbps, respectively, and their associated
cross tra�cs are VBR sources with average rates of
7 kbps, 20 kbps, 8 kbps and 30 kbps, respectively. The
1st, 2nd, 3rd and 4th paths each consist of 5, 4, 4 and
3 wireless links. The simulation time is selected to be
100 sec.

As in part I, the �ij parameters in Equation 1 are
listed in Table 1 and `i in Equation 44 is selected to
be 0.0001 for each i.

In Figure 5, the total PER performance of the
proposed method is compared with three other scenar-
ios.

In one scenario, which we have speci�ed in Fig-

Figure 4. Total PER comparison between the two
methods.
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Figure 5. Total PER comparison between the di�erent
methods.

ure 5 by Fair share, the rates are allocated in a dumb
manner and are based on the percentage of the average-
weighted available link's bandwidth. These average
available bandwidths of paths 1, 2, 3 and 4 are 43 kbps,
55 kbps, 22 kbps and 55 kbps, respectively.

For example, the allocated rate to path 1 would
be:

x1 = (
43

43 + 55 + 22 + 55
:128 kbps

�= 31:45 kbps: (45)

It is clear that this method cannot adapt itself to the
channel PER conditions and this leads to the higher
PER in Figure 5.

In another scenario, we have used the optimiza-
tion algorithm proposed by Setton et al. [6]. We have
denoted this method by Minimum congestion, as spec-
i�ed in [6]. This method attempts to minimize network
congestion, focusing on congestion-related packet losses
and paying less attention to wireless-related ones; this
leads to worse total PER performance in comparison
with the proposed method. The total PER associated
with this method is depicted with the green line in
Figure 5.

Another important strategy is the one proposed
by Agarwal et al. [7]. They try to solve an optimization
problem and their main objective is to assign some
optimal rates to delay constrained data. It is clear
that the �nal objective of this strategy is far apart from
minimizing the total PER of the video tra�c and only
focuses on those subsets of applications that require
a guaranteed maximum end-to-end delay. We have
implemented this method and depicted that with the
red line in Figure 5. It can be veri�ed that its total PER
performance is worse than the proposed and minimum
congestion methods.

Finally, we have computed the average total PER
of each method in Figure 5. The average PER for
the proposed, minimum congestion, delay constrained
and fair-share methods are 1.7%, 1.82%, 1.88% and
1.94%, respectively, which denotes that the proposed
algorithm outperforms conventional methods even in a
dynamic scenario.

CONCLUSION

In the current work, a mathematical framework is
introduced by which the rate allocation to each path of
a multi-path wireless ad hoc network can be performed
in such a way that the total PER is minimized.
The main application of such algorithms is in rate
allocation to those subsets of real-time tra�c, which
requires stringent maximum packet loss and minimum
bandwidth (e.g. VOD). As we have used a simple LOS
propagation model for the mobile, a more powerful
algorithm, which can support more general multi-path
fading propagation models, can be considered for future
research. On the other hand, only the non-congestion
related packet losses are used in the proposed method
and introducing a more general framework incorporat-
ing congestion related packet losses can be regarded as
another open research area.
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