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A common communication pattern that arises in many applications in parallel systems is multicast, or one-to-many communication. In multicast, a single node in the system sends a message to multiple destinations in the system. Due to the complexity of implementing multicast in hardware, most machines offer only unicast, or one-to-one communication, in hardware. As a result, multicast must be implemented in software. This paper provides a survey of software multicast techniques for parallel systems that use a direct network interconnection structure. Various routing schemes and switching techniques and their impact on the design of multicast algorithms are discussed. In particular, three communication models have been defined for direct network systems: neighbor-switching, line-switching and node-switching. The existing multicast implementations under each model are described and open problems are discussed.

INTRODUCTION

The grand challenges in scientific computing, e.g., pharmaceutical design, ocean modeling and viscous fluid dynamics, can only be solved by computers that can provide Teraflops of computing power. Parallel computers are considered the most promising technology to solve such problems [1]. Because many (hundreds to thousands) processors can be used to solve problems, efficient communication among the nodes of a multicomputer is a vital component of system performance. One communication pattern that arises in parallel systems is multicast, or one-to-many communication. In multicast, one processor, called the source, sends a single message to multiple destinations in the system. Unicast and broadcast are special cases of multicast. Unicast, also called one-to-one communication, involves a single source and a single destination. In broadcast, or one-to-all communication, a message is sent to all of the nodes in the network. Multicast communication is found in various applications such as parallel search algorithms [2], graph algorithms [3] and barrier synchronization [4]. Multicast is also used for cache-coherency protocols in distributed shared memory systems [5] and it has been defined in the MPI (Message Passing Interface) standard [6] as an essential operation for implementing other collective communication operations such as all-to-all gather and global reduction in distributed memory machines. Because multicast communication is a component of many applications in parallel systems, efficient multicast implementation has been the subject of much study.

This paper addresses multicast communication paradigms for an important class of parallel systems, namely those that use a direct network interconnection structure [7]. Due to the complexity of hardware implementations
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of one-to-many communication, most existing direct network systems only support unicast communication in hardware. Thus, multicast must be provided in software. A common software technique is Unicast-Based Multicast (UBM), in which multicast is accomplished by issuing multiple hardware unicast messages. The multicast implementation consists of a number of time steps in which nodes that have previously received the multicast message send the message to uninformed nodes. Ideally, the multicast implementation should maximize the amount of parallel communication; that is, all the informed nodes should send messages during a single time step in order to reduce the total amount of time needed to inform all destinations. In this paper, a survey of software multicast techniques for various systems based on direct networks is presented and a more detailed description of the typical direct network is given. Then, the theoretic framework in which multicast has been studied is discussed. In particular, a graph theoretic model of direct network architectures and various system constraints that influence the multicast implementation are discussed. Moreover, the multicast problems and solutions for the various system models that have been considered are addressed. Finally, the paper is concluded by a list of open problems.

**DIRECT NETWORK MODEL**

**Architecture**

Multicast techniques have been widely studied for parallel systems based on a direct network interconnection-structure. Many direct network systems (for example, the Intel Touchstone Delta and the Intel Paragon [1]) use the generic node architecture shown in Figure 1 [8]. Each node consists of a local processor and a separate router to handle communication-related tasks. This allows simultaneous computation and communication within each node [7]. Each router has several input and output channels. Consequently, the router can transmit several distinct messages simultaneously. Normally, each input channel is paired with

![Figure 1. Generic node architecture.](image-url)
shown in Figure 2, this may not be the case.
A multicast algorithm that does not rely on any specific properties or topologies is more powerful; therefore, an arbitrary topology will be assumed unless otherwise stated.

Routing Schemes
In the network shown in Figure 2, node 1 can send a message to node 3 using node 2 as an intermediate node, or it could also use both 4 and 5 as intermediate nodes to deliver a message to node 3. The path along which the message is delivered depends on the routing scheme used. A routing scheme $R$ of a direct network is a collection of all permissible paths along which a message can be delivered for each pair of nodes in the network.

If a routing scheme $R$ includes every $(i,j)$-path for each $v_i$ and $v_j$, the system is said to use free routing. If, on the other hand, $R$ includes exactly one $(i,j)$-path for every pair of nodes $v_i$ and $v_j$, the system is said to use oblivious routing [9] or restricted routing [8]. Here, the more established term, oblivious routing, will be used. In practice, parallel systems use oblivious routing rather than free routing. For example, current systems based on mesh and hypercube topologies use oblivious routing called dimension-ordered routing. In $xy$-routing, the

dimension-ordered routing typically used in a two-dimensional mesh, a message moves first in the $x$ direction until it arrives at the correct $x$ coordinate and then in the $y$ direction until it reaches its destination. For example, to deliver a message from node $(3,2)$ to node $(1,4)$ in Figure 3 the path shown by dashed lines is used. The $xy$-routing scheme is oblivious because the specified path is unique and is used regardless of network conditions. The Intel Paragon [10], a multiprocessor computer with a two-dimensional mesh network, utilizes $xy$-routing. Hypercube topologies typically use $e$-cube routing, in which the message also travels through the cube dimensions one at a time. The NCUBE-2 [11], a multiprocessor computer with a hypercube network, utilizes $e$-cube routing.

Switching Techniques
Once a route has been chosen, the time to deliver a message along the routing path depends on the underlying switching mechanism used by the network. One factor that contributes to the message transmission time is the network latency, or elapsed time between when the head of the message enters the network and the time when the tail of the message is received. Network latency is highly dependent on the switching mechanism used. Essentially two types of switching have been used: store-and-forward switching and cut-through switching.

Store-and-Forward Switching
Early direct networks used store-and-forward switching techniques. In a system that uses store-and-forward switching, an entire message is transferred from a node $v$ to one of its
neighbors $w$. If the message is not destined for $w$, i.e., $w$ is an intermediate node, the message is forwarded to one of $w$'s neighbors when a buffer becomes available. The network latency for the store-and-forward switching technique is $(\frac{b}{b})d$, where $L$ is the message length, $b$ is the channel bandwidth and $d$ is the distance (number of links) the message must traverse. Because each message must be entirely received at a node before it can be forwarded, the amount of time needed to deliver the message is proportional to the path length $d$. For a more detailed discussion of routing algorithms based on store-and-forward switching see [12].

**Cut-Through Switching**

Cut-through switching was developed to reduce message transmission time. A cut-through scheme supports non-local communication primitives; that is, a node $v$ can send a message to a non-neighboring node $w$ in "unit" time. This is possible because messages are not stored at intermediate nodes unless the next required channel is unavailable. The message is sent along the path in a pipelined fashion. The network latency for cut-through switching is $(\frac{L_h}{b})d + \frac{L}{b^2}$, where $L_h$ is the length of the header, $b$ is the channel bandwidth, $d$ is the length of the path traversed and $L$ is the total length of the message. If $L_h$ is significantly smaller than $L$, then the dominant term is $\frac{L}{b^2}$. That is, network latency is relatively unaffected by $d$. In a multicast implementation, each node is sending essentially the same message. (The message headers may be slightly different, but this will not significantly affect the message length.) Thus, it can be assumed that any (reasonably sized) multicast message can be delivered in unit time, where the "unit" is $\frac{L}{b^2}$, regardless of the length of the path traversed by the message [7].

Two common routing schemes that use the cut-through approach are circuit routing and wormhole routing. In circuit routing, before a node $v$ can send a message to a node $w$, $v$ establishes a circuit, or a path, from $v$ to $w$. The message is then sent along this path in a pipelined fashion. Because the channels on the circuit are reserved, no buffers are needed at intermediate nodes.

In wormhole routing, a packet is divided into a number of flits (flow control digits). The header flit advances along the delivery path and the other flits follow in a pipelined fashion. If the header is blocked, then all trailing flits are also blocked. Consequently, small flit buffers are needed at intermediate nodes. Current commercial multicomputers such as the Cray T3D, NCUBE-2 [11], Intel Paragon [10] and IBM SP-2 [13] use wormhole routing. Ni and McKinley provide a thorough survey of wormhole routing techniques [7].

**THEORETIC FRAMEWORK FOR MULTICAST**

Typically, the multicast problem has been formulated in a graph theoretic framework. Researchers use a graph to model the parallel system and to develop efficient multicast algorithms. However, before multicast algorithms can be developed for a multiprocessor system, the constraints of the system must be clearly defined and then incorporated into the model.

**Graph Theoretic Formulation**

Direct networks have been modeled using a graph or a directed graph (digraph for short). In the graph model, a direct network is represented by a graph $G = (V, E)$, where $V$ is the set of nodes in the network and $E$ is the set of the network’s communication channels. Each edge $e = v_i v_j \in E(G)$ represents a physical communication link between node $v_i$ and node $v_j$. In particular, $v_i$ and $v_j$ can send messages to each other along the edge $e$. The graph $G$ is assumed to be connected and simple, i.e., there are no loops or parallel edges.

In the direct network described in the last section, each of the physical channels represents a one-way communication link. Consequently, communication is not necessarily symmetric, i.e., node $i$ can communicate directly to node $j$, but node $j$ cannot communicate directly to node $i$. Networks that are not symmetric are best modeled by digraphs. For example,
the digraph in Figure 4 models the network pictured in Figure 2. Most popular direct network topologies (e.g., meshes, hypercubes and tori) are symmetric and can be modeled by undirected graphs. A general graph model is used to introduce the main concepts and directed graphs are used in special cases described later.

The routing scheme of the network is defined in terms of the graph model. Messages are sent from source $v_i$ to destination $v_j$ along an $(i,j)$-path. A sequence $p = v_1v_2 \ldots v_n$ is a path if there is an edge between node $v_i$ and node $v_{i+1}$ and if $v_i \neq v_j$ for all $i,j$. (Note that a path is typically defined as an alternating sequence of vertices and edges in which no vertex is repeated. Since only simple graphs are considered, a path can be defined by a sequence of vertices.) Also, $p$ is called an $(i,j)$-path if $v_1 = v_i$ and $v_n = v_j$; the path is denoted by $p(i,j)$. Direct communication implies that the path $p(i,j)$ used to send a message from node $v_i$ to node $v_j$ has length one, i.e., $p(i,j)$ is precisely the edge $e = v_i v_j$. In indirect communication, an $(i,j)$-path uses intermediate nodes to forward a message to its destination, i.e., $p(i,j) = v_i \ldots v_k \ldots v_j$, where $v_k$ is an intermediate node.

To initiate communication between nodes in a direct network, a message-passing request is made. A message-passing request is an ordered pair $M = (S,D)$, where $S \subseteq V(G)$ is the source set and $D \subseteq V(G)$ is the destination set. Message passing paradigms are classified according to the sizes of the source and destination sets. The multicast communication paradigm that was described above has the characteristics that $|S| = 1$ and $|D| \geq 1$. In unicast, $|D| = 1$ and in broadcast, $D = V(G) - S$.

Communication Models

One constraint that a UBM algorithm must consider is the communication model that applies to the direct network. Three communication models are defined by Farley in [14]. The distinguishing characteristic in the three variations is the requirements on the paths that can be used during simultaneous message transmissions. In the neighbor-switching model, all communication is direct, i.e., each path used consists of a single edge. In the line-switching model, all the paths used simultaneously must be edge disjoint. In the node-switching model, all the paths used simultaneously must be node disjoint.

As the names suggest, these communication models depend on the type of switching used by the direct network. Store-and-forward switching is best described by the neighbor-switching model. In the neighbor-switching model, a message can only be sent to a neighboring node and the time needed to send a message to a neighboring node is considered to be one unit. The line-switching model is applicable to current wormhole-routed commercial multicomputers with generic nodes as depicted in Figure 1. Any call requires unit time because message transmission is relatively independent of path length. In addition, each router can relay several messages simultaneously provided the messages do not require the same external channels (i.e., paths are edge disjoint). Thus, two calls that use the same node can be made simultaneously, as long as the external channels used in each path are disjoint. Because most current commercial multicomputers use cut-through techniques, here focus will be on
the line-switching model of communication. Node-switching does not have an analogous switching technique; however, notice that the node-switching criterion also satisfies the line-switching criterion.

**Calling Schedules**

The typical implementation for multicast is to use a calling schedule, first introduced by Farley [14,15]. (Farley assumes a graph model. All concepts are easily extended to a digraph model by making edges directed.) A calling schedule consists of several time steps of unit length during which one or more unicasts can be executed in parallel. Each unicast is characterized by three parameters: source, destination and time step. In order to clearly indicate the path used to perform a unicast, McKinley et al. [8] introduce a fourth parameter so that a unicast call is represented as an ordered quadruple \( (i,j,p(i,j),t) \) which is read as “Node \( i \) sends a message to node \( j \) along path \( p(i,j) \) during time step \( t \).” For a multicast request \( M = (S,D) \), where \( S = \{s\} \) and \( D = \{d_1,d_2,\ldots,d_n\} \), the informed set of \( M \) at time step \( t \) with respect to a calling schedule \( C \), denoted \( I^C_t(M) \), is defined to be the set of all nodes from \( S \cup D \) that have received the message after time step \( t \) is executed under calling schedule \( C \) [16]. Thus, \( I^C_0(M) = \{s\} \) for any \( C \) and any \( M \).

There are various design principles to consider when creating a calling schedule for a given multicast request. First, a UBM algorithm must create a calling schedule that adheres to the constraints of the system. For example, the algorithm can only choose paths from the routing scheme and it must schedule calls that are permissible by the switching mechanism. If the system has a one-port architecture, then a node can only inform one destination in a single time step. In addition, a UBM implementation should not involve nodes that are not included in the multicast request. Delivery of a message to a nondestination node interrupts useful work and is therefore prohibited. Another desirable characteristic is that each destination receives the messages exactly once. Clearly there is no advantage to delivering a message more than once to any destination. Furthermore, this would require some mechanism for determining that a message is a duplicate. Thus, generality is not lost by restricting the attention to algorithms that deliver a message exactly once to each destination. Finally, only previously informed nodes can be the source of a multicast and the UBM algorithm must inform all destinations in a finite amount of time. A UBM algorithm for multicast request \( M = (s,D) \) that meets these design requirements is called a legal calling schedule for \( M \). Below, the formal requirements are presented for a legal calling schedule \( C \) that implements a multicast request \( M \) under the line-switching model. (Farley’s requirements for a corresponding legal line-switching calling schedule include only Conditions ii and vi.) The requirements for legal calling schedules that implement node- and neighbor-switching are identical except for an appropriate modification to Condition vi.

i. If \( (i,j,p(i,j),t) \in C \) and \( (m,n,p(m,n),t) \in C \) then \( i \neq m \) and \( j \neq n \).

ii. For all \( (i,j,p(i,j),t) \in C \), \( i \in I^C_{t+1}(M) \).

iii. For all \( (i,j,p(i,j),t) \in C \), \( j \in I^C_{t+1}(M) \).

iv. There exists a time step \( t \) such that \( I^C_t(M) = S \cup D \) and \( t \) is called the length of \( C \).

v. For all \( (i,j,p(i,j),t) \in C \), \( i,j \in S \cup D \).

vi. If \( (i,j,p(i,j),t) \in C \) and \( (m,n,p(m,n),t) \in C \) are distinct unicasts, then \( p(i,j) \) and \( p(m,n) \) are edge-disjoint.

**Performance Measures**

Once the constraints of the system have been determined, there may be several legal calling schedules that satisfy the multicast request. Thus, it is necessary to evaluate the performance of a UBM algorithm so that the most efficient calling schedule can be selected.

In general, efficient algorithms should use as little of the system’s resources as possible. Typically two resources have been considered,
namely, time and traffic. Because communication overhead is so costly, it is desirable to minimize the amount of time (or number of steps) necessary to complete a multicast request. More formally, one objective is to find an algorithm that always produces legal calling schedules of minimum length. A time efficient UBM algorithm is one that minimizes the number of steps needed to perform the multicast.

Another way to measure performance is by the number of communication links used. Using a small number of communication lines keeps the traffic low and allows better overall system performance. Thus, another objective is to minimize the sum of the lengths of the paths used in a legal calling schedule. A UBM algorithm that minimizes the number of communication lines used is traffic efficient.

Variations

The majority of the work on multicast has been done on direct networks with the following properties:

i. Each node of a direct network can only send and receive a single message during a time step (i.e., the network has a one-port architecture).

ii. Multicast is implemented by a calling schedule, in which several unicast calls can be made during a single step that requires unit time.

iii. The communications network is fault free; that is, if the unicast call \((i,j,p(i,j),t)\) is made, the message will be delivered reliably along the path that is specified.

Several variations of these assumptions have been studied. One variation is to assume that the direct network is based on a \(k\)-port architecture; that is, each node can send and receive \(k\) messages in a single time step [17–20]. Multicast has also been studied for multicomputer systems that are not based on direct networks. For example, multicast has been studied in indirect networks [21] and ATM networks [22]. Another variation involves multicast implementations that are not based on unicast; the two approaches are tree-based and path-based multicasts [4,23]. In these approaches, the destinations are specified in the message header. In a tree-based approach, a spanning tree rooted at the source node is found and the multicast message is propagated along the tree. In particular, the message follows a common path until a branching point is encountered; the message is then replicated and sent along each branch, where the message header contains only the destinations of the branch to which it is sent. In path-based multicast, the message is sent along a path (or multiple paths) that goes through each destination node. If the router discovers that the message is destined for its associated processor, it both copies the incoming message to the local processor and forwards the message along the path. No branching occurs in this approach. Variations on the model for message transmission have also been studied. Multicast algorithms have been developed under the Log \(P\) model [24], Postal model [25] and Parameterized model [26]. These algorithms can be used in indirect networks as well as direct networks. Other considerations that have not been discussed here are the issues of deadlock and fault tolerance. Several of these variations will be briefly discussed as they arise in later sections.

NEIGHBOR-SWITCHING

Recall that in the neighbor-switching communication model, a node may only call one of its neighbors. For example, node \((1,1)\) in Figure 3 can only make calls to nodes \((1,2)\) and \((2,1)\). In this model, it is assumed that the cost to deliver a message is uniform for all communication links, i.e., a message can be delivered in unit time.

Before circuit routing became popular, most networks used store-and-forward routing. As mentioned previously, networks that use store-and-forward routing are best modeled by the neighbor-switching assumption. Consequently, much of the early work on multicast in networks assumed the neighbor-switching
communication model. Notice that the concept of free routing vs. oblivious routing is not applicable in the neighbor-switching model. There is only one “path” (of length one) between a node $v$ and its neighbor $w$. Thus, node $v$ is both free to use any available path and restricted to a specific path when sending a message to $w$.

One drawback of the neighbor-switching model is that not all subsets of nodes may be reached using only local calls. For example, suppose a multicast request with $S = \{(3,2)\}$ and $D = \{(1,2),(1,4),(2,2),(3,1),(3,3),(4,3),\}
\{(4,4)\}$ is made in the network shown in Figure 3. Under the neighbor-switching assumption, there is no way to deliver the message to node (1, 4) using only nodes in $SU D$. Thus, it is not surprising that most of the work that uses the neighbor-switching model concentrates on the broadcast problem, where $S \cup D = V(G)$. Other authors have allowed vertices which are not source or destination to be involved, so that multicast can be addressed [27–29]. In this case, nodes that do not need the message are interrupted and required to forward the message.

In the context of neighbor-switching, two classes of problems have been considered. The first problem is to find an efficient way to multicast (or broadcast) in a given graph [27,30,31]. The second problem is to construct graphs that will always be able to do multicast (or broadcast) efficiently [15,32–39].

Finding Efficient UBM Multicast Algorithms

In general, a graph is given and it is desirable to multicast from a given source node. A calling schedule (see the previous sections) is used to implement the multicast. The source node makes a call to one of its neighbors and the other nodes may also make calls after they have received the message. This continues until all destination nodes are informed. Typically, the edges that the messages travel along make up a multicast tree. Again, because some nodes are unreachable using only neighbors and broadcast is more widely addressed within this context. Figure 5 shows two broadcast trees for $K_8$, the complete graph on eight vertices, where the source node is node 1. The number on each edge shows the time step during which the edge is used to deliver a message. The broadcast tree in (b) requires seven steps while the tree in (c) requires only three. Many broadcast trees exist for a single graph. One problem that has been considered is how to choose the “best” broadcast tree.

Slater et al. show that the problem of determining the minimum amount of time required to broadcast from an arbitrary vertex of an arbitrary graph is NP-complete [30]. Thus, Slater et al. focus on broadcasting in trees. In particular, they develop an algorithm for finding the broadcast center of a tree. In general, a center of a graph is defined as follows:
(1) each vertex is assigned a value according to some measure, e.g., weight, distance, or time; (2) the center is the set of vertices that have minimum value. In [30], the measure being minimized is the number of time steps needed to broadcast from a vertex. That is, the broadcast center of a tree is the set of vertices in the tree from which broadcast can be completed in the least amount of time. Slater et al. show that the broadcast center of a tree is always a star with two or more vertices. For example, consider the tree in Figure 6a. The number shown beside each node is the broadcast time from that node. Thus, the subgraph shown in bold lines is the broadcast center of the tree.

Koh and Tcha [31] use a different measure to find the broadcast center of a tree. They minimize the average time at which a vertex in the tree receives the message; this is called the minimax criterion, whereas the function used by Slater et al. is called the minimax criterion. The average time that each node receives the broadcast message is shown in Figure 6b and the center under the minimax criterion is again shown in bold. The center is not the same as that for the minimax criterion, however, this is not always the case.

Bharath-Kumar and Jaffe [27] consider multicast in arbitrary networks, and they focus on traffic efficiency. As mentioned earlier, not all subsets of nodes can be reached using local calls. Thus, some of the nodes used to deliver the message may not be destination nodes. Furthermore, the authors permit any subgraph to be used to deliver messages. Suppose a node must deliver a message to a non-neighbor. A common technique is for the node to use local information to determine which link it will use to forward the message and therefore which node is the next to be responsible for delivering the message. Because the routing is done in this distributed manner, any subgraph may be used for the multicast. For example, Figure 7 shows a graph that is used for multicast that is not a tree. Node 1 is the originator of the message and it is responsible for sending messages to nodes 6 and 7. Node 1 chooses to send the message destined for node 6 through intermediate node 2 and to send the message destined for 7 through intermediate node 5. Node 2 sends the message directly to node 6. Node 5 chooses to send the message destined for 7 through node 6, thus creating a cycle in the multicast graph.

Within this context, Bharath-Kumar and Jaffe define two criteria used to measure the efficiency of the multicast implementation. Network Cost (NC) measures the number of communication links used to deliver the message and Destination Cost (DC) measures the average delay experienced by each destination. Their goal is to minimize NC because applications like file transfer do not rely heavily on message delay. The authors explain that, while optimizing DC is relatively easy, optimizing NC is an NP-complete problem. They discuss the
feasibility of using DC optimal algorithms to approximate NC optimal solutions and they devise several heuristics for minimizing NC.

While it may be necessary to involve non-destination nodes in a multicast tree, it is desirable to use as few additional nodes as possible since useful work on the additional nodes is interrupted to receive messages that they do not need. Choi, Esfahanian and Ni proposed the Optimal Multicast Tree (OMT) problem [28] in which a distance preserving multicast tree \( T \) with as few additional nodes as possible must be found. They show that OMT is NP-complete for arbitrary graphs. Lan, Esfahanian and Ni consider multicast in hypercube topologies and develop heuristic algorithms for finding an OMT [29].

**Variations in Finding Multicast Algorithms**

Finding efficient neighbor-switching UBM algorithms has also been studied in several variations on the system described in the first section. Choi and Esfahanian [17] consider the problem of multicasting in a network where a node can send a message to more than one neighbor simultaneously; that is, they do not assume a one-port architecture. They model the network as a graph and consider both time and traffic efficiency. In particular, they propose the Optimal Communication Tree (OCT) problem, in which finding a multicast (or broadcast) tree \( T \) that preserves the distances in \( G \) from each node to the source and has the fewest number of nodes is desirable. In general, OCT is NP-complete. Choi and Esfahanian show that the OCT problem is NP-complete even for the \( n \)-cube and for graphs whose maximum degree is at most three. They also present some heuristics for the OCT problem.

Lin and Ni describe a few multicast techniques that are not unicast-based [40]. They discuss the multicast path model in which a path that passes through all destinations is used to deliver the message. In this model, the message does not need to be replicated. Within this context, they define the Optimal Multicast Path (OMP) problem, which is to construct a multicast path with shortest length in a graph \( G \). Lin and Ni also describe the Multicast Cycle (MC) problem, in which a cycle that contains the multicast destinations must be constructed. This is used to avoid having to send separate acknowledgment from each destination to the source. Again, they define the Optimal Multicast Cycle (OMC) problem, which is to find the shortest multicast cycle. They show that both OMP and OMC are NP-complete and discuss heuristics for both problems. They also define the Optimal Multicast Tree (OMT) problem, which is identical to the OCT problem described above.

Gaber and Mansour study broadcast in radio networks [41]. In this problem, if two stations neighboring a node transmit simultaneously, their messages will collide and neither of the messages will be received at the node. Thus, a node can receive a message only if
exactly one of its neighbors transmits during a time slot. Gaber and Mansour develop a broadcast algorithm that requires $\Omega(D)$ time slots for sufficiently large $D$, where $D$ is the diameter of the graph.

**Efficient Broadcast Graphs**

Other work has focused on characterizing the types of graphs in which broadcast can always be done efficiently. The broadcast time from a vertex $v$ in a graph $G$ is the minimum number of time steps needed to broadcast a message from $v$. The broadcast time of a graph $G$, $b(G)$, is the maximum broadcast time from any vertex in $G$. Because the number of informed nodes can at most double in each step, $b(K_n) = \lceil \log n \rceil$. (The convention $\log n = \log_2 n$ is used.) However, some edges can be removed from $K_n$ and the resulting graph still has broadcast time $\lceil \log n \rceil$. A minimal broadcast graph on $n$ vertices is a graph $G$ with the properties that $b(G) = \lceil \log n \rceil$, however, any subgraph $G'$ of $G$ has $b(G') > \lceil \log n \rceil$. Furthermore, $B(n)$ is the minimum number of edges in any minimal broadcast graph and a Minimum Broadcast Graph (MBG) on $n$ vertices is a minimal broadcast graph with $B(n)$ edges. An MBG provides a network topology in which broadcast can be completed from every node in a minimum number of time steps. A substantial amount of work has been done in this area [15,32–39,42]. Fraigniaud and Lazard provide an extensive survey of this work in [43].

**LINE-SWITCHING**

It was explained previously that current wormhole-routed direct networks, in which each node has a processor and separate router, allow “long distance” calls to non-neighboring nodes to be made in unit time. Unlike the neighbor-switching model, several physical paths may exist between a source node $s$ and destination node $d$. If the system allows any $(s,d)$-path to be used, it is said to employ a free routing scheme. If the system specifies a unique $(s,d)$-path for sending a message from $s$ to $d$, the system is said to use oblivious routing.

**Free Routing**

Farley first addressed line-broadcasting (broadcasting in a general graph under the line-switching assumption) [14]. He shows that under the line-switching assumption, broadcasting can be completed in minimum time $(\lceil \log n \rceil$ time units) in any connected network of $n$ nodes that employs free routing, regardless of message originator.

McKinley, et al. addressed the problem of performing multicast in wormhole-routed direct networks [8]. They showed that there exists a lower bound implementation, i.e., it requires exactly $\lceil \log(d+1) \rceil$ steps to deliver the message to $d$ destinations, for any multicast request in systems that admit free unicast communication, regardless of topology. The general idea of their algorithm is as follows. First, construct a trail (a trail is a sequence of vertices and edges in which no edge is repeated) that includes the source node and all the destinations nodes. The message is delivered from the source to a “middle” destination and the trail is then broken into two equal length subtrails each of which contains an informed node. This is continued recursively until all destinations are informed, thus $\lceil \log(d+1) \rceil$ steps are required, where $d$ is the number of destinations. Neither Farley nor McKinley et al. consider traffic efficiency.

Kane and Peters [44] consider time and traffic efficient broadcasting in cycles. They construct algorithms that always use a minimum number of phases $(\lceil \log n \rceil)$ and that also minimize the number of communication links used in each phase.

**Oblivious Routing**

With respect to time efficiency, the problem of multicasting in systems that permit free routing is solved, i.e., optimal algorithms have been found. Unfortunately, most commercial machines offer only oblivious unicast routing, particularly in wormhole-routed networks where deadlock would result if free routing were used. Consequently, it is important to study efficient UBM algorithms for systems that employ oblivious routing.

McKinley et al. [8] use the calling schedule
implementation described previously to develop lower-bound (on time) algorithms for doing multicast in hypercubes and meshes. Their algorithm was based on the algorithm described above in which a trail containing the source and all destinations is recursively divided into equal subtrails. Their algorithm was later extended to do multicast in torus networks [45].

In [8, 45] sending a message from one node to another is considered to require unit time regardless of the message size or path length. Fraigniaud and Peters [46] describe a method for measuring communication time that does rely on message size and path length. In particular, the time to send a message of length $\ell$ over a path of length $d$ is $\alpha + d\delta + \ell\tau$, where $\alpha$ represents startup time, $\delta$ represents the switching delay and $\tau$ is the propagation time. They propose a circuit-switched algorithm for broadcast in a torus that requires time $d\log(n)\alpha + d^2\delta + d\log(n)\ell\tau$.

Variations

Variations of this problem have also been studied. McKinley and Trefftz study broadcast in all-port wormhole-routed hypercubes [18]. All-port architectures have the same number of internal and external channels (see Figure 1). They develop the Double Tree (DT) algorithm and show that it completes broadcast in $\lceil \frac{n}{2} \rceil$ steps in an $n$-cube.

Tsai and McKinley also study all-port architectures. They introduce the Extended Dominating Node model for collective communication. A Dominating Set in a graph $G$ is a set $D$ of nodes with the property that all nodes in $G$ are in $D$ or adjacent to one or more nodes in $D$. An Extended dominating set in a graph is a set $E$ with the property that all nodes not in $E$ have edge disjoint paths to nodes in $E$. To accomplish multicast, a message is sent to the nodes in the extended dominating set in one or more time sets. Because of the property of the dominating set, the multicast can be completed in one last step by sending the message along the disjoint paths to the remaining destinations. Tsai and McKinley present algorithms for broadcast in meshes [47, 48] and tori [20] and they give a generalized method for multicast and other collective communication operations in [19].

The work that has been discussed so far has assumed that a message is delivered in a single step, or in “unit” time. While this is a fairly good model, other frameworks have been developed to more closely model communication on actual machines. Such models include the Postal model, the Log $P$ model and the Parameterized model. In the Postal model, a message transmission requires $\lambda$ units. Thus, a message sent at time $t$ will arrive at its destination at time $t + \lambda - 1$. In [25], a method is given for constructing optimal multicast trees under this model. The authors assume a logical complete-graph topology; i.e., they assume that communication is uniform between any pair of nodes in the network. The Log $P$ model is a generalization of the Postal model. In the Log $P$ model, $L$ is the latency (time to send a message), $o$ is the overhead (time that a processor is involved in transmitting or receiving and cannot perform other operations) and $q$ is the gap (time between successive message transmissions). Karp et al. discuss optimal broadcast under this model in [24]. Although the Log $P$ model is more general than the Postal model, it also has shortcomings in modeling communication on real machines. Park, et al. introduce the Parameterized model to more closely represent actual communication. In this model, message transmission is comprised of three parameters: the sending latency ($t_{send}$), the receiving latency ($t_{recv}$) and the network latency ($t_{net}$). Unfortunately, each of these parameters is rather different and costly to measure. Thus, the easily measured parameters $t_{end}$, or end-to-end latency, and $t_{hold}$, holding time, are introduced. As in [25], Park, et al. assume a logical complete-graph topology. They describe methods for constructing optimal multicast trees for one-port and multiport architectures under the Parameterized model.

As mentioned before, multicast has also been studied for parallel systems that are not based on direct networks. Multicast communication in ATM networks used for parallel
computing is studied in [22]. The authors show that multicast trees can provide a substantial benefit over a separate addressing technique, in which the source sends the message sequentially to each destination. Xu and Ni address multicast communication in multistage networks that use turnaround routing (e.g., TMC CM-5, Meiko CS-2 and IBM SP-2) [21]. They develop the $U$-min algorithm for optimal multicast in such networks. This algorithm is based on the algorithms presented in [8,45] for optimal multicast in meshes, hypercubes and tori.

**NODE-SWITCHING**

The node-switching model has not been studied as extensively as the other models, since it does not have a corresponding switching technique in direct networks.

**Free Routing**

In [14], Farley shows that it may be impossible to find a minimum length, i.e., $[\lg n]$, node-disjoint broadcast schedule in an arbitrary tree with $n$ nodes. However, he also shows that for all $n$ there does exist a tree with $n$ nodes that allows minimum time node-disjoint broadcasting to be done.

**Oblivious Routing**

Birchler, Esfahanian and Torng use node-disjoint multicast to find a heuristic line-switching UBM algorithm for arbitrary topologies [16,49]. They define a realistic class of oblivious routing schemes called source limited inclusive routing, which includes both xy-routing on a mesh and e-cube routing on a hypercube. They study multicast within this context. In particular, source limited inclusive routing schemes are modeled by directed trees. Given a directed tree $T$ rooted at $r$, they want to send a message from $r$ to a subset of the nodes in $T$. They show that in a directed tree, the number of time steps for a node-disjoint multicast schedule is at most twice the number of steps for an edge-disjoint multicast schedule. In addition, they show that, under the node-disjoint model, a multicast problem in a directed tree $T$ can be transformed to an equivalent broadcast problem in a related ditree $T'$. In [49], they present a dynamic programming algorithm that computes a minimum length node-disjoint broadcast schedule for any directed tree $T$. Consequently, their algorithm is an order two approximation for performing multicast under the line-switching assumption.

**OPEN ISSUES**

Various components of the multicast problem: network model, communication models, routing schemes and performance measures have been discussed. The bulk of the work has been done using a graph model for the network. This necessarily implies that the network is symmetric, i.e., the $(x, y)$- and $(y, x)$-paths use the same edges. Very little has been done in directed graphs, which model non-symmetric networks. Consequently, the results cannot generally be applied to direct networks that are not symmetric. To address non-symmetric communication, a more general model is needed.

Both the neighbor-switching and line-switching communication models have been studied. Finding time efficient and traffic efficient multicast algorithms in systems that use neighbor-switching is NP-complete. Heuristics for these problems have been developed, however no tight bounds on the heuristics have been given. Another open area is in the development of minimum broadcast graphs.

Recall that direct networks that use circuit routing techniques, such as wormhole routing, conform to the line-switching communication model. Thus, multicast under this model is more applicable to current multiprocessor systems. Because several paths may exist between a source and destination pair, many authors have considered free routing. Optimal-time multicast algorithms have been developed for arbitrary topologies that admit free routing. Unfortunately, most commercial multicomputers use some type of oblivious routing. Optimal time UBM algorithms have been developed for hypercubes, meshes and tori. However, none of the results for oblivious routing are general, i.e.,
they do not apply to any topology that uses an arbitrary oblivious routing scheme.

Finally, both time and traffic have been used to measure the performance of multicast algorithms. However, traffic efficient UBM algorithms have not been addressed for arbitrary systems that admit free routing or oblivious routing.
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