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In this paper, the switching performance of Metal Base Transistor (MBT) devices is studied. It is shown that a combination of MBTs with a very low current gain can be used for very high speed logic circuits. The device switching speed depends on its process parameters, as well as its collector current. The dependence of switching speed on the collector current, doping level and length, as well as the base width, is investigated. A sample logic circuit is also proposed and its power consumption, delay, as well as power delay product, is determined.

INTRODUCTION

Demand for high speed and high frequency circuits has always been a driving force in the search for devices capable of operating at higher frequencies and speeds. Metal Base Transistor (MBT), with short base transit time and low base resistance, can offer these characteristics [1-3]. However, the common-emitter current gain of these devices suffers from scattering at the collector-base junction as well as the base region [4]. It falls below unity for the base width of more than a few tens of angstroms [5,6]. In spite of MBT's low current gain, its inherent high speed nature, due to small junction capacitance, small base resistance and low base transit time, justifies the attempt to investigate a suitable circuit configuration and device structure for MBTs leading to fast gates.

In the next section, the effect of device dimensions on the device parameters of MBT will be discussed and, then, its speed performance for different base, collector width and current will be presented. Suitable parameters for a device are obtained to be used in a gate. To present the high speed performance and applicability of MBT devices in logic circuits, a modified ECL logic circuit using MBT is designed and, finally, its performance is evaluated through simulation.

MBT DEVICE PARAMETERS

To obtain the parameters for an MBT device model, a device geometry shown in Figure 1 is assumed. The minimum spacing, as well as the emitter and base contact stripe widths, are taken as $L_e$. The emitter area is $W L_e$, where $W$ is the width of the base and emitter contacts. The collector area is $4 L_e(L_e + W)$. Base contact is assumed to be a single stripe due to the low resistivity of the base material. If the resistivity of the base material is $\rho_b$, then the base resistance, $r_b$, can be calculated as [7]:

$$r_b = 1.5 \rho_b \frac{L_e}{W W_b},$$

where $W_b$ is the base width. This is the intrinsic base resistance, neglecting contact resistance.
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**Figure 1.** (a) Top view of MBT. The two stripes are emitter and base contacts. (b) Front view of MBT.
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The emitter resistance is given in [4] as:

$$ r_e = \frac{kT}{qL_e W J_e}, $$

(2)

where $J_e$ is the emitter current density obtained from the thermionic emission model. In Equation 2, the effect of the trap recombination in the base-emitter junction is ignored. The source of these traps is the lattice mismatch between metal and semiconductor. This can be reduced by using CoSi$_2$ (or NiSi$_2$), which has a good lattice match with Si and can be grown by MBE [6,8]. MBT is a majority carrier device and, therefore, diffusion capacitance will not be included in the MBT model. The emitter depletion capacitance in terms of current density is given in [4] as:

$$ C_e = \frac{q^2}{\varepsilon_s} \frac{N_{de}}{2kT} (\ln(\frac{A^* T^2 N_{de}}{J_e N_c}) - 1)^{1/2} W L_e, $$

(3)

where $N_{de}$, $N_c$ and $A^*$ are the doping concentration of emitter, effective density of states in the conduction band and effective Richardson constant, respectively. In the collector area, a low concentration region with a length of $L_c$ adjacent to the base region is assumed. To obtain small collector series resistance, the collector is assumed to be heavily doped next to a low doped region. If the depletion region occupies the whole length of the low doped region, then the following formula can be written:

$$ C_c = \varepsilon_s \frac{4(L_e + W)L_e}{L_c}. $$

(4)

The values of collector capacitance, $C_c$, as a function of low doped collector length, $L_c$, and also base resistance, $r_b$, as a function of base width, $W_b$, for a device with emitter area of $1 \mu m \times 5 \mu m$, are calculated using Equations 1 and 4 (Figures 2a and 2c). The curves of forward transit time, $\tau_f$, as a function of $L_c$ and the common-base current gain, $\alpha$, as a function of $W_b$, derived using Monte-Carlo method [6], are depicted in Figures 2b and 2d.

**DEVICE SPEED PERFORMANCE**

To optimize the device performance, i.e., increase its speed, it is desired to reduce $C_c$ as well as $\tau_f$ and increase $\alpha$. As shown in Figure 2a, the collector junction capacitance decreases with an increase in the length of its low doped region, $L_c$. The transit time $\tau_f$, however, increases with $L_c$ due to widening of the collector-base depletion region. Base resistance $r_b$ and the common-base current gain $\alpha$ both decrease with an increase in the transistor base width. These opposing effects suggest that for an optimum device performance in a switching circuit, an MBT must be redesigned to

---

**Figure 2.** Calculated values of (a) collector junction capacitance $C_c$, (b) forward transit time $\tau_f$ as a function of collector length ($L_c$) (c) base resistance $r_b$ and (d) common base current gain $\alpha$ as a function of base width.
optimize its circuit performance.

To investigate the effect of changes of the device parameters on its eventual circuit performance, the common-emitter switching behavior of MBT was studied. The propagation delay time for a common-emitter inverter is approximated by Ashar [9] as:

\[ t_d = \frac{C_e(R_L + r_b \cdot (1 + R_L/r_e)) + r_e C_e}{1 + (1 - \alpha)r_b/r_e} \cdot \frac{r_c C_e}{\alpha} \]

(5)

In the above relation, \( R_L \) stands for the collector load resistance. Figure 3 shows a plot of \( t_d \) vs collector current \( I_c \) for different values of the base width \( W_b \).

**Figure 3.** Propagation delay time vs collector current \( I_c \) for different values of base width \( W_b \) and low doped collector length \( L_c \) of (a) 0.1 \( \mu \)m, (b) 0.3 \( \mu \)m, (c) 0.6 \( \mu \)m and (d) 1.0 \( \mu \)m.
using Equation 5 and choosing $R_L = 800 \, \Omega$. The reason for choosing the value of $R_L$ will be discussed in the next section. As can be seen in this figure, the propagation delay time changes drastically at low collector current $I_c$. Therefore, for a given device and for maximum switching speed, the collector current must be calculated in order to yield the best response. However, the collector current at which the maximum speed can be obtained must be less than the current for the onset of high injection. From Figure 3, one can deduce that increasing the length of the low doped collector region will improve $t_d$. It is to be noted that longer $L_c$ results in higher $\tau_f$ but smaller $C_c$. The propagation delay time $t_d$, at high enough currents, is dominated by $C_c$. This is due to the very small base resistance obtainable in MBTs.

A device with the best parameters will now be selected for use in the circuit simulation of the next section. These parameters are those listed in Table 1. Here, due to technical difficulty, a value of 100 Å was chosen for MBT base width where, as shown in Figure 2d, the value of the common base current gain of the device for this base width is 0.33.

A LOGIC CIRCUIT USING MBTs

The conventional switching circuit configurations cannot be used directly for these devices, because of the very low common-emitter current gain of MBT. Figure 4 shows a combination of two MBTs with the common-emitter current gain of $\beta < 1$. The effective current gain of a hypothetical transistor equivalent of this combination can be shown to be:

$$\beta_2 = \frac{I_{c2}}{I_{B1}} = \beta(1 + (\beta + 1)) = (1 + \beta)^2 - 1.$$  \hspace{1cm} (6)

In general, a combination of $n$ MBTs cascaded in the form of Figure 5 yields an overall current gain of:

$$\beta_n = \frac{I_{cn}}{I_{B1}} = \beta \sum_{k=0}^{n-1} (\beta + 1)^k = (1 + \beta)^n - 1.$$  \hspace{1cm} (7)

Thus, for a given value of $\beta < 1$, the number of transistors to be cascaded can be found such that the overall current gain be equal to the number required. This transistor cell of $n$ cascaded transistors can be assumed to be a single device with a common-emitter current gain of $\beta_n > 1$ given by Relation 7, a base-emitter voltage drop of $V_{BEm} = nV_{BE}$ and a minimum collector-emitter voltage of $V_{CEm} = (n - 1)V_{BE} + V_{CE}$, where $V_{BE}$ is the base-emitter voltage drop of a single MBT and $V_{CE}$ the collector-emitter voltage for a single MBT at saturation.

A simple ECL type gate similar to that of Figure 6 was chosen as a test vehicle for evaluating the transistor cells as switching devices. The MBT device parameters chosen for the simulation are those listed in Table 1. For the transistor cell of the type shown in Figure 5, in order to have a common-emitter current gain exceeding unity, a minimum of two transistors were required resulting in an overall current gain of $\beta = 1.23$. Using these transistor cells, a nine-stage ring oscillator consisting of the ECL type inverters shown in Figure 6 was simulated using SPICE circuit analysis program. The output waveform shown in Figure 7 presents a propagation delay time of 9.2 ps per gate indicating the high speed performance of MBTs and

Figure 5. Cascade combination of $n$ MBTs.

Figure 6. ECL inverter circuit for MBT.
CONCLUSION

Although MBT devices suffer from very low current gain, it was shown that a combination of these devices can be used for very high speed logic circuits using proper circuit configurations. The switching speed of the MBT logic circuits is predicted to be in the range of picoseconds, which proves that MBT is an excellent candidate for very high speed logic circuits.

The maximum switching speed of the device is obtained at a certain collector current, $I_{cm}$, defined by the device parameters. It was shown that the switching speed increases for wider base widths. The only shortcoming of these devices is their low current gain ($\beta$); this can be overcome by choosing a proper number of transistor stages to be cascaded.
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Coordination of Large-Scale Systems with Fuzzy Interaction Prediction Principle

N. Sadati

Coordination is one of the fundamental issues in multi-level large-scale systems. In this paper, a new approach for coordination by fuzzy set theory based on interaction prediction principle is developed. Infimal control problems are solved within the framework of fuzzy optimal control problems (FOC). Fuzzy coordinator simulates a fuzzy prediction, namely $\hat{\alpha}$, of the interface inputs. The infimal control units receive the fuzzy prediction and solve an FOC problem to obtain the value of the prediction, i.e., $\hat{\alpha}$. Error $\varepsilon$, between $\hat{\alpha}$ and actual interface inputs $u(\hat{\alpha})$, and also the rate of change of interface inputs are considered as the input fuzzy sets for the coordinator.

INTRODUCTION

The concept of coordination is introduced within the framework of a two-level system shown in Figure 1. The system consists of $n$ infimal (i.e., first-level) controllers denoted by $\mathbf{C}_1, \ldots, \mathbf{C}_n$ involved in the direct control of the process and one supremal (i.e., second-level) controller denoted by $\mathbf{C}_0$ whose decision affects the infimal controllers. The supremal controller objective is to influence the infimal controllers so that a given overall objective, an objective specified for the entire system as a unit, is achieved. This is referred to as coordination [1,2].

Let an overall process $P: M \rightarrow Y$ and a performance function $G: M \times Y \rightarrow V$ be given with $M$, the set of controls, $Y$, the set of outputs and $V$, the set of performance values. Let $g$ be defined on $M$ by the following equation:

$$g(m) = G[m, P(m)]. \quad (1)$$

Now, the goal of the overall control problem, denoted by $\mathcal{D}_n$ is to find a control action $m$ in $M$ which minimizes $g$ over $M$; such a control action will be referred to as the overall optimum.

Let $M = M_1 \times \cdots \times M_n$ and $Y = Y_1 \times \cdots \times Y_n$. For each $i = 1, \ldots, n$, the subprocesses $P_i: M_i \times U_i \rightarrow Y_i$ are given, with $U_i$ the set of interface inputs, such that when intercoupled, as shown in Figure 2, they form the overall process. For each $i = 1, \ldots, n$, the mapping $H_i: M \times Y \rightarrow U_i$ demonstrates the interface input appearing at the $i$th subprocess in the coupled system. The $i$th infimal control problem is formulated based on an objective function $g_i$ given on $M_i \times U_i$ in terms of the $i$th subprocess and a performance function $G_i: M_i \times U_i \times Y_i \rightarrow V$ by the following equation:

$$g_i(m_i, u_i) = G_i[m_i, u_i, P_i(m_i, u_i)]. \quad (2)$$

As stated in [2], one case that arises regarding how coordination might be affected and the infimal control problems can be defined is model coordination.

Let $U = U_1 \times \cdots \times U_n$. Each $\alpha = (\alpha_1, \ldots, \alpha_n)$ in $U$ for $i = 1, \ldots, n$ provides the subprocesses model
\[ \alpha_i = u_i(\alpha) \text{ for all } i = 1, \ldots, n. \]  

(4)

If the interaction prediction principle applies, it immediately yields that the supremal control problem \( D_0 \) is to find \( \tilde{\alpha} = (\tilde{\alpha}_1, \ldots, \tilde{\alpha}_n) \) in \( U \) such that \( \varepsilon_i = \tilde{\alpha}_i - u_i(\tilde{\alpha}) = 0 \) for each \( i = 1, \ldots, n \). Alternatively, if \( \varepsilon_i \) can not be made zero, the supremal control problem can be defined as minimization of an appropriate function \( f \) of the errors \( \varepsilon_1, \ldots, \varepsilon_n \).

**FUZZY COORDINATION**

The basic concept of fuzzy coordination is shown in Figure 3. The fuzzy coordinator consists of fuzzy rules which perform functions on incoming input fuzzy sets, namely error signals, as well as the rate of change of interface inputs. The output fuzzy sets, \( \tilde{\alpha}_i \), are fuzzy interaction predictions. Hence, the goal of the supremal control problem \( D_0 \) is to find fuzzy sets that are good approximations for \( u_i(\tilde{\alpha}) \).

The infimal control problems can be considered as FOC (Fuzzy Optimal Control) problems that are introduced in [3]. Hence, the infimal control problems, \( D_i(\alpha) \), are formulated in the following way.

Find a control action, \( \tilde{m}_i \) in \( M_i \), such that:

\[ g_i(\tilde{m}_i, \alpha_i) = FOC g_i(\tilde{m}_i, \alpha_i). \]  

(5)

Note that \( \tilde{\alpha}_i \) is a fuzzy set near to crisp whose membership function, \( \mu(\tilde{\alpha}_i) \), is chosen to have a configuration of Figure 4.
Figure 4. Membership function of $\hat{\alpha}_i$.

In most cases there are uncertainties on constraints, final conditions, dynamic equations, system parameters and so on. These problems are solved by considering the uncertainties under fuzzy sets, whose membership functions are $\mu_j$ for $j = 1, \ldots, q$ [4]. Therefore, the crisp equivalent problem can be formulated as:

$$\max_{M_i, \hat{\alpha}_i} \lambda$$

subject to:

- crisp constraints, $\lambda \leq \mu(\alpha_i), \lambda \leq \mu_j$; $j = 1, \ldots, q$.

The above optimization problem can be solved to uniquely determine $\hat{\alpha}_i$ and $\hat{\alpha}_i$. It should be noted that the value of $\hat{\alpha}_i$ is the best member of prediction of fuzzy sets $\hat{\alpha}_i$ that gives local optimization. Hence, the following principle is proposed.

**Fuzzy Interaction Prediction Principle**

Let $\hat{\alpha} = (\hat{\alpha}_1, \ldots, \hat{\alpha}_n)$ be the fuzzy predicted interface inputs and $\hat{\alpha} = (\hat{\alpha}_1, \ldots, \hat{\alpha}_n)$ the solution of the FOC problems. Also, let $u_1(\alpha), \ldots, u_n(\alpha)$ be the actual interface inputs occurring when the control $\hat{n}(\alpha) = [\hat{n}_1(\alpha), \ldots, \hat{n}_n(\alpha)]$ is implemented. The overall optimum is then achieved if $\hat{\alpha}_i = u_i(\alpha)$ for $i = 1, \ldots, n$.

**SPECIFICATION OF FUZZY RULES AND FUZZY SETS**

In order to illustrate how fuzzy inference can be used by the coordinator to compute the proper control actions, at any given sampling instance, consider the incoming fuzzy signals of the following form:

$$\varepsilon_i = u_i(nT) - \hat{\alpha}_i(nT), \quad r_i = u_i(nT) - u_i(nT - T),$$

(6)

where $\varepsilon_i$ and $r_i$ represent the instantaneous values of the error and the rate of change at the nth sampling instants, respectively. It is also assumed that $\varepsilon_i$ and $r_i$, $i = 1, \ldots, n$, take their values on their respective domains of definition $E$ and $R$. Moreover, let $E = \{E_j\}$ and $R = \{R_j\}$, where $j = -k, -k+1, \ldots, 0, 1, \ldots, k$, is defined on $E$ and $R$ such that a total number of $2k + 1$ membership functions for fuzzy sets $\varepsilon_i$ and $r_i$ of each subprocess is formed. Furthermore, $E_0$ and $R_0$ are centered at the origin of $E$ and $R$. The membership functions defined on a universe of discourse $X$, corresponding to $E$ and $R$, are expressed as:

$$\{\mu_{-k}(x), \ldots, \mu_{-1}(x), \mu_0(x), \mu_1(x), \ldots, \mu_k(x)\},$$

(7)

$\lambda_i$ is the center value of $\mu_i(x)$, where the linguistic term that it represents fully achieves its meaning, i.e., $\mu_i(x) = 1$. Also, let $\lambda_{-k} = -L$, $\lambda_0 = 0$ and $\lambda_k = L$. Assuming that the space, $s$, between the central values of two adjacent members is equal, it is easy to see that $s = L/K$ and $\lambda_i = i s$. Furthermore, it is obvious that the base of each member is $2s$. It should be noted that the equality of the bases does not imply loss of generality because through scaling the inputs, $\varepsilon_i$ and $r_i$, the equality of the bases can be achieved. The membership function, $\mu_i(x)$, of the associated input fuzzy sets is chosen to be triangular shaped (see Figure 5). In a similar manner, $2J + 1$ identical members are assumed, $A_j$, in the output fuzzy set, “$\Delta \alpha_i$”, where $j = -J, \ldots, 0, 1, \ldots, J$. $A_0$ is centered at the origin of $X$; furthermore $A_j$ is positive for $j > 0$ and negative otherwise. For each “$\Delta \alpha_i$”, the members of the output fuzzy set and corresponding membership functions are defined as follows:

$$\{\mu'_{-J}(x), \ldots, \mu'_0(x), \ldots, \mu'_J(x)\},$$

$$\{A_{-J}, \ldots, A_0, \ldots, A_J\}.$$

(8)

Now, choosing $\gamma_i$ as the central value of the members ($\gamma_{-J} = H$ and $\gamma_{-J} = -H$) and $v = H/J$ as the space between the central values of two adjacent members, the $i$th central value can be written as $\gamma_i = i v$.

Membership functions of the associated output fuzzy set are identical to the inputs and can also be shown by Figure 5.

Assuming the rate of change to be approximately linear, as shown in Figure 6, and using points A and B, point C can be depicted as a good prediction of $u_i$. To demonstrate this, let $\Delta = r - e$, then the predicted value of $u_i(nT + T)$ can be given by $\alpha_i(nT + T) = \Delta + \alpha_i(nT)$.

Figure 5. Membership functions.
Structure of Fuzzy Rules
The input quantities of interest are the error and rate of change of interface inputs. Therefore, a two-premise and one-consequence structure is proposed. Consequently, the general form of the rules can be represented as follows:

If "error" is $E_j$ and "rate" is $R_i$, Then "$\Delta\alpha_i$" is $A_{i-j}$.

The index of the members of output fuzzy set is obtained by subtracting the index of the members of the "error" from that of the "rate". For covering the total states which may occur, $J = 2k$ is required [5].

FUZZY INFERENCE
Assuming $e$ and $r$ as the input signals (the indexes are ignored for convenience), the inference for one subprocess can be formulated as follows.

Case I- Both $e$ and $r$ Are Within the Interval $[-L,L]$  
It is obvious that any $e$ (or $r$) intersects with two fuzzy sets $E_j$ and $E_{j+1}$ (or $R_i$ and $R_{i+1}$). Therefore, only the following four fuzzy coordination rules are executed:

i. If "error" is $E_{i+1}$ and "rate" is $R_{j+1}$, Then, "$\Delta\alpha$" is $A_{j-i-1}$.

ii. If "error" is $E_{i+1}$ and "rate" is $R_{j}$, Then, "$\Delta\alpha$" is $A_{j-i-1}$.

iii. If "error" is $E_{i}$ and "rate" is $R_{j+1}$, Then, "$\Delta\alpha$" is $A_{j-i+1}$.

iv. If "error" is $E_{i}$ and "rate" is $R_{j}$, Then, "$\Delta\alpha$" is $A_{j-i}$.

The truth value or the degree of satisfaction of these rules is calculated by using the min-operator [6], i.e.,

$$
\mu(i,j) = \min(\mu_1(e), \mu_2(r)).
$$

(9)

If more than one output membership results, say $\mu_1$ and $\mu_2$, from executing two different fuzzy rules, Lukasiewicz fuzzy logic OR is used to get the combined membership function, $\mu$, that is $\mu = \min(\mu_1 + \mu_2, 1)$. It should be noted that, in this problem, the combined membership is always the sum of the memberships, because the sum of the memberships being ORed is less than one.

Recall that the shapes of the membership functions of "$\Delta\alpha$" were required to be the same. Therefore, in the defuzzification process, the contribution from the members of "$\Delta\alpha$" in the THEN side of the fuzzy rules should be weighted by their memberships calculated from the IF side. Consequently, the crisp incremental output, $\Delta\alpha$, can be calculated by the following defuzzification algorithm:

$$
\Delta\alpha = \frac{\sum i \cdot j \cdot \gamma_{j-i}}{\sum \mu(i,j)}, \quad \mu(i,j) \neq 0.
$$

(10)

Figure 7 shows the input and output fuzzy sets for four coordination rules.

To determine the results of rules 1 to 4, consider eight possible regions as shown in Figure 8.

The outcomes of evaluating the min-operation for each premise of the fuzzy coordination rules, are illustrated in Table 1. After defuzzification, the following are obtained:

i. In regions R1, R2,

$$
\Delta\alpha = \frac{[\mu_2(\tau) + \mu_3(\tau)]}{\mu_2(\tau) + \mu_3(\tau)} g_{j-1-i} + \frac{\mu_1(e) g_{j-1-i-1} + \mu_1(e) g_{j-1-i-1}}{\mu_1(e) + \mu_2(\tau) + \mu_3(\tau)}
$$

ii. In regions R3, R4,

$$
\Delta\alpha = \frac{[\mu_1(e) + \mu_2(\tau)]}{\mu_1(e) + \mu_2(\tau)} g_{j-1-i} + \frac{\mu_1(e) g_{j-1-i-1} + \mu_1(e) g_{j-1-i-1}}{\mu_1(e) + \mu_2(\tau) + \mu_3(\tau)}
$$

Figure 7. Output of execution rules 1 to 4.

Figure 8. The eight possible regions (Case 1).
Table 1. Result of evaluating the min-operations in rules 1 to 4.

<table>
<thead>
<tr>
<th>Region</th>
<th>Rule 1 ( \text{min}(\mu_{i+1}(e), \mu_{j+1}(r)) )</th>
<th>Rule 2 ( \text{min}(\mu_{i+1}(e), \mu_j(r)) )</th>
<th>Rule 3 ( \text{min}(\mu_i(e), \mu_{j+1}(r)) )</th>
<th>Rule 4 ( \text{min}(\mu_i(e), \mu_j(r)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1, R2</td>
<td>( \mu_{j+1}(r) )</td>
<td>( \mu_j(r) )</td>
<td>( \mu_i(e) )</td>
<td>( \mu_i(e) )</td>
</tr>
<tr>
<td>R3, R4</td>
<td>( \mu_{j+1}(e) )</td>
<td>( \mu_j(r) )</td>
<td>( \mu_i(e) )</td>
<td>( \mu_j(r) )</td>
</tr>
<tr>
<td>R5, R6</td>
<td>( \mu_{i+1}(e) )</td>
<td>( \mu_{i+1}(e) )</td>
<td>( \mu_{j+1}(r) )</td>
<td>( \mu_j(r) )</td>
</tr>
<tr>
<td>R7, R8</td>
<td>( \mu_{j+1}(r) )</td>
<td>( \mu_{i+1}(e) )</td>
<td>( \mu_{j+1}(r) )</td>
<td>( \mu_i(e) )</td>
</tr>
</tbody>
</table>

iii. In regions R5, R6;
\[
\Delta \alpha = \left[ \frac{\mu_j(r) + \mu_{i+1}(e) - \mu_{j+1}(r) + \mu_{i+1}(e) - \mu_j(r)}{\mu_{j+1}(e) + \mu_{i+1}(e) + 2\mu_j(r)} \right]
\]
iv. In regions R7, R8;
\[
\Delta \alpha = \left[ \frac{\mu_{i+1}(r) + \mu_i(e) - \mu_j(r) + \mu_{i+1}(r) - \mu_{j+1}(r) + \mu_i(e) + 2\mu_j(r)}{\mu_{i+1}(e) + \mu_i(e) + 2\mu_j(r)} \right]
\]

Case II - Either e or r Is Outside the Interval \([-L, L]\)

In this case, as shown in Figure 9, 12 possible regions exist. By using the same method described above, \( \Delta \alpha \) can be analytically derived for each region. In R9 to R16 regions, only two fuzzy coordination rules are executed:

i. In regions R9, R10;
If “error” is \( E_k \) and “rate” is \( R_{j+1} \), Then “\( \Delta \alpha \)” is \( A_{j+1-k} \).
If “error” is \( E_k \) and “rate” is \( R_j \), Then “\( \Delta \alpha \)” is \( A_{j-k} \).

It is obvious that \( \mu_j(r) + \mu_{j+1}(r) = 1 \). Hence,
\[
\Delta \alpha = \mu_{j+1}(r) \cdot \gamma_{j+1-k} + \mu_j(r) \cdot \gamma_{j-k}.
\]
ii. In regions R11, R12;
\[
\Delta \alpha = \mu_{i+1}(e) \cdot \gamma_{k-i+1} + \mu_i(e) \cdot \gamma_{k-i}.
\]
iii. In regions R13, R14;
\[
\Delta \alpha = \mu_{j+1}(r) \cdot \gamma_{j+k+1} + \mu_i(e) \cdot \gamma_{j+k}.
\]

iv. In regions R15, R16;
\[
\Delta \alpha = \mu_{i+1}(e) \cdot \gamma_{k-i-1} + \mu_i(e) \cdot \gamma_{k-i}.
\]

In R17 to R20 regions, only one fuzzy coordination rule is executed:

i. in R17;
If “error” is \( E_K \) and “rate” is \( R_K \), Then “\( \Delta \alpha \)” is \( A_0 \), hence; \( \Delta \alpha = 0 \).
ii. in R18; \( \Delta \alpha = \gamma_{2k} = \gamma_j = H \).
iii. in R19; \( \Delta \alpha = 0 \).
iv. in R20; \( \Delta \alpha = \gamma_{-2k} = \gamma_{-j} = -H \).

Finally, the crisp output of the fuzzy coordinator for the \( i \)th infimal controller, at sampling time \( nT \), is calculated as:
\[
a_i(nT) = \hat{\alpha}_i(nT - T) + \Delta \alpha_i,
\]
where \( \Delta \alpha_i \) is the incremental output for \( i \)th controller, as given above. Since each infimal control problem is an FOC problem, the coordinator can send fuzzy coordination set \( \hat{\alpha}_i \) to the \( i \)th infimal control unit. The uncertainties on the crisp value of prediction, \( \alpha_i(nT) \), can be included in the membership function, \( \mu(\hat{\alpha}_i) \), as shown in Figure 4. \( \xi \) and \( \eta \) are the parameters which can be chosen by the experts, such that \( \hat{\alpha}_i \) would be near crisp and also cover the uncertainties. Finally, infimal control units solve an FOC problem and calculate \( \hat{\alpha}_i(nT) \) and \( \hat{m}_i(\alpha) \); control \( \hat{m}_i(\alpha) = [\hat{m}_{i1}(\alpha), \ldots, \hat{m}_{in}(\alpha)] \) is implemented to the process and \( u_1(\alpha), \ldots, u_n(\alpha) \) will be the actual interface inputs.

CONCLUSIONS

Given the applicability of the interaction prediction principle, the supremal controller has the problem of predicting the interactions, comparing them with the actual one and updating the prediction to get an overall optimum.

It should be noted that the coordinator can also send the crisp value \( \alpha_i(nT) \) rather than the fuzzy set \( \hat{\alpha}_i(nT) \). Therefore, infimal control problem can be considered as an FOC or a conventional optimal control problem.

Figure 9. The 12 possible regions (Case II).
As demonstrated, the prediction is based on the interaction information of the present and last sample time. However, for better prediction, more information can be incorporated into the prediction algorithm using the previous data points. The analytical results can be obtained in an off-line form and are used in an on-line manner.

The described method may apply to every large scale system as well as truly complex phenomena, such as those founded predominantly in the social, economics, and biological sciences. Actually, many hierarchical control systems with cohesive type interactions can be coordinated by the above scheme.

ACKNOWLEDGMENT

I would like to dedicate this paper to Professor Mesarovic, the father of “Large Scale Hierarchical Systems”, in sincere appreciation of his kind cooperation and assistance during my academic association with him at Case Western Reserve University, USA, in the Fall of 1989, at which time I was privileged to attend a course presented by Professor Mesarovic, related to ‘Abstract Systems Theory’.

REFERENCES