Using Multivariate Score Functions in Source Separation: Application to Post Non-Linear Mixtures
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In this paper, Joint Score Function (JSF) and Marginal Score Function (MSF) are first defined. It is then pointed out that their difference (SFD) can be treated as the stochastic gradient of mutual information and, hence, can be used in minimizing the mutual information with gradient-based methods. An estimator for SFD is then presented, based on nonlinear regression by means of spline smoothing. It is shown that SFD can be used to obtain a new non parametric algorithm for source separation in Post Non-Linear (PNL) mixtures. The method is very general and can be extended to convolutive mixtures, which is currently being studied.

INTRODUCTION

Blind Source Separation (BSS) or Independent Component Analysis (ICA) is a basic problem in signal processing, which has been intensively considered during the last decade. The goal of BSS is to separate the mixture of a number of independent signals when there is neither information about the source signals nor about the mixing process (hence the term Blind). This problem arises in many different applications, for example, in removing the effects of blinking from the brain EEG signal [1], in separating artifacts from the ECG signal [2], or in enhancing noisy speech signals to improve the quality of speech recognition systems [3]. The problem was first introduced by J. Hérault and C. Jutten [4] for linear mixtures and research has been continued by many others [5-16].

In the linear case, the mixture is assumed to be of the form:

\[ \mathbf{x} = \mathbf{A}\mathbf{s}, \]

where \( \mathbf{s} = (s_1, \ldots, s_N)^T \) is the vector of unobserved source signals, which are assumed to be zero mean and independent signals, \( \mathbf{x} = (x_1, \ldots, x_N)^T \) is the observation vector and \( \mathbf{A} \) is the unknown mixing matrix. Note that in Equation 1, the number of sensors is assumed to be equal to the number of sources. To find the original sources, from observation vector \( \mathbf{x} \) only and without any other prior knowledge regarding the mixture or the source signals (except the source independence), one must estimate a matrix \( \mathbf{B} \), such that:

\[ \mathbf{y} = \mathbf{Bx} = (\mathbf{BA})\mathbf{s}, \]

has mutually independent components.

In fact, in this linear case, it has been shown [5] that if matrix \( \mathbf{A} \) is nonsingular and the sources are zero mean independent signals with, at most, one Gaussian source, the components of \( \mathbf{y} \) are independent if, and only if, \( \mathbf{BA} = \mathbf{DP} \), where \( \mathbf{P} \) and \( \mathbf{D} \) denote a permutation and full rank diagonal matrix, respectively (i.e., the sources are recovered up to a scale and a permutation indeterminacy). This property is a direct consequence of the Darmois-Skitovic theorem [17-19]. Therefore, it is said that the linear mixtures are separable and \( \mathbf{B} \) is called a separating matrix.

One generalization to this problem concerns separation of nonlinear mixtures, in which observations are a nonlinear transform of the unobserved sources: \( \mathbf{x} = \mathbf{F(s)} \). For separating the sources, one must estimate an inverse function \( \mathbf{G} \) such that \( \mathbf{y} = \mathbf{H(s)} = \mathbf{G(F(s))} \) would be an estimate of the sources. Unfortunately, it can be seen that, in general, nonlinear mixtures are not separable [14,20], i.e., the independence of the components of \( \mathbf{y} \) does not insure that \( y_i = f_i(s_{\sigma(i)}) \), where \( \sigma(\cdot) \) is a permutation.
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However, among the nonlinear systems, there is a special important class, called Post Non-Linear (PNL) mixture [21,14], which is separable. Figure 1 shows this type of mixture, where the observations are the signals $e_i$, satisfying:

$$e_i = f_i\left(\sum_{j=1}^{N} a_{ij} s_j\right), \quad i = 1, \ldots, N.$$  

(3)

As can be seen in Figure 1, this model corresponds to the case where the mixing itself is linear, while the sensors introduce nonlinear distortions. Also, it must be noted that the model has been restricted to a case where the number of sources is equal to the number of sources and there is no (additive) noise in the system.

To separate these mixtures, one must first compensate for the nonlinearities by functions $g_i$, and then separate the resulting (linear) mixture. For PNL mixtures, it has been shown [14] that under mild conditions (mainly, differentiability and invertibility of $f_i$'s) the output signals ($y_i$'s) are independent if, and only if, the functions $g_i \circ f_i$ are linear and $B$ is the separating matrix (i.e., $BA = DP$, where $P$ and $D$ are a permutation and a full rank diagonal matrix, respectively).

Separating algorithms for PNL mixtures were first presented by Taleb et al. [10,21-23] and have since been studied by some other researchers (e.g., see [24,25], chapter 6 of [26], chapter 4 of [27] and chapter 17 of [28]). In almost all of these methods, the separation criterion is the mutual information of the outputs (see next section). In other words, the parameters of separator systems are determined to minimize $I(y)$. One key relation in these algorithms is the multiplicative Relation 1, which leads to the following equation:

$$p_y(y) = \frac{p_x(x)}{|\text{det} B|},$$  

(4)

and, hence:

$$H(y) = H(x) + \ln |\text{det} B|,$$  

(5)

where $H$ denotes Shannon entropy. However, for convolutive mixtures, where the components of the mixing matrix are linear filters instead of scalars, there is not a multiplicative relation like Equation 1 and, hence, there is no simple equation as in Equations 4 and 5. As a result, it is extremely difficult to generalize these methods to the convolutive case and therefore, is an important drawback to previously known methods. As far as recorded, no such mixture has yet been addressed in the literature.

In this paper, like previous methods, mutual information of outputs has been used as the separation criterion. However, instead of working with entropies, mutual information is dealt with directly. To do this, two functions called Joint Score Function (JSF) and Marginal Score Function (MSF) are first defined. Then, it is shown that their difference, Score Function Difference (SFD), can be seen as the gradient of mutual information. Having this result, this gradient can be dealt with directly to minimize the mutual information of the outputs. However, for using SFD, it must first be estimated from the data and, hence, some parts of the paper have been devoted to developing an estimator for SFD. As the multiplicative Relation 1 has not been used in these developments, the method is very general and can be extended for separating other forms of mixtures. Currently, work is being carried out in continuing its generalization to include convolutive PNL mixtures.

This paper is organized as follows. First, the concept of multivariate score functions are introduced, then the mutual information and its gradient are presented. This gradient is then used for developing estimation equations and the new non-parametric algorithm for separating PNL mixtures. Finally, a few experiments are provided.

**JOINT SCORE FUNCTIONS**

Here, the concepts of Joint Score Function (JSF), Marginal Score Function (MSF) and Score Function Difference (SFD) are introduced. First, the following definition is recalled from the statistics theory.

**Definition 1 (Score Function)**

The score function of the scalar random variable $x$ is the log derivative of its density, i.e.:

$$\psi_x(x) = \frac{d}{dx} \ln p_x(x) = \frac{p'_x(x)}{p_x(x)},$$  

(6)

where $p_x(x)$ denotes the Probability Density Function (PDF) of $x$.

Now, let $x = (x_1, \ldots, x_N)^T$ be an $N$-dimensional random vector. In this paper, two different forms of score functions are defined.

**Definition 2 (MSF)**

Marginal Score Function (MSF) of $x$ is a vector containing the score functions of its components, i.e.:

$$\psi_x(x) = (\psi_1(x_1), \ldots, \psi_N(x_N))^T,$$  

(7)

![Figure 1. Mixing-separating system.](image-url)
where the $i$th component of $\psi_x(x)$ is:

$$\psi_i(x_i) = \frac{d}{dx_i} \ln p_{x_i}(x_i),$$

and $p_{x_i}(x_i)$ denotes the PDF of the random variable $x_i$.

**Definition 3 (JSF)**

Joint Score Function (JSF) of $x$ is the vector function $\varphi_x(x)$, such that its $i$th component is:

$$\varphi_i(x) = \frac{\partial}{\partial x_i} \ln p_x(x) = \frac{\partial}{\partial x_i} \frac{p_x(x)}{p_x(x)}.$$

where $p_x(x)$ is the joint PDF of the random vector $x$.

Note that the simple score function (Equation 6) for scalar random variable is a particular case of Equation 8 or 9. Clearly, for scalar random variables, MSF and JSF are equal.

**Definition 4 (SFD)**

Score Function Difference (SFD) of $x$ is the difference between its JSF and MSF, i.e.:

$$\beta_x(x) = \varphi_x(x) - \psi_x(x).$$

The following theorem relates the SFD of a random vector to the independence of its components.

**Theorem 1**

The components of a random vector $x$ are statistically independent if, and only if, its SFD is zero, i.e., if, and only if:

$$\varphi_x(x) = \psi_x(x).$$

**Proof**

Here, the theorem is only proven for the two-dimensional case. Its generalization to higher dimensions is obvious.

If the components of $x$ are independent, then Equation 11 is evident. Conversely, suppose that Equation 11 holds, then it can be proven that the components of $x$ are independent. From Equation 11, the following is obtained:

$$\frac{\partial}{\partial x_1} \ln p_{x_1}(x_1, x_2) = \frac{\partial}{\partial x_1} \ln p_{x_2}(x_1).$$

Integrating both sides of this equation, with respect to $x_1$, results in:

$$\ln p_{x_1}(x_1, x_2) = \ln p_{x_1}(x_1) + \ln q(x_2)$$

$$\Rightarrow p_{x_1}(x_1, x_2) = p_{x_1}(x_1) q(x_2).$$

Integrating both sides of this equation, with respect to $x_1$, from $-\infty$ to $+\infty$, provides:

$$q(x_2) = p_{x_2}(x_2),$$

which proves the theorem.

**MUTUAL INFORMATION AND ITS GRADIENT**

By definition, the components of a random vector $x = (x_1, \ldots, x_N)^T$ are independent if, and only if:

$$p_x(x) = \prod_{i=1}^N p_{x_i}(x_i).$$

A usual measure of statistical dependence between the components of $x$ is the mutual information $I(x)$ [29], which is nothing but the Kullback-Leibler divergence between $p_x(x)$ and $\prod_{i=1}^N p_{x_i}(x_i)$, i.e.:

$$I(x) = D \left( p_x(x) \| \prod_{i=1}^N p_{x_i}(x_i) \right)$$

$$= \int x \ln \left( \frac{p_x(x)}{\prod_{i=1}^N p_{x_i}(x_i)} \right) dx.$$

It is well known that $I(x)$ is always nonnegative and vanishes if, and only if, the $x_i$'s are independent. Thus, for separable mixtures, $I(y)$, which is an independence criterion for the estimated sources, can be used as a criterion for estimating the separating structure parameters. In other words, for separating the sources, the separating system parameters must be obtained, such that the mutual information of the outputs reaches its minimum (zero). This can be done with a gradient-based algorithm, which requires computation of the mutual information variation when its argument has changed by a small random vector $\Delta$.

Now, the following theorem [30] is introduced:

**Theorem 2**

Let $\Delta$ be a 'small' random vector, with the same dimension as $x$. Then:

$$I(x + \Delta) - I(x) = E \left\{ \Delta^T \beta_x(x) \right\}$$

+ higher order terms in $\Delta$,

where $\beta_x$ denotes the SFD of $x$.

Note that for any differentiable multivariate function $f$:

$$f(x + \Delta) - f(x) = \Delta^T (\nabla f(x))$$

+ higher order terms in $\Delta$,

where $\nabla f(x)$ is the gradient of $f$. A comparison between Equations 17 and 18 shows that SFD can be called the stochastic gradient of the mutual information.
ESTIMATING EQUATIONS

Conditional Mean

Let $x$ and $y$ be two joint random variables. Here, the problem of estimating the conditional mean (or nonlinear regression curve) $g(x) = E\{y|x\}$ from their joint observed samples $(x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T)$ is considered. This is required for estimating SFD (Equation 26) and functions $g_i$ (Equation 36). Since these functions are nonlinear, a problem of nonlinear regression is encountered.

The problem of smooth curve fitting consists in estimating a ‘smooth enough’ function $y = g(x)$, only from the data points $(x_1, y_1), (x_2, y_2), \ldots, (x_T, y_T)$. This can be done by minimizing the expression:

$$\lambda \sum_{i=1}^{N} (y_i - g(x_i))^2 + (1 - \lambda) \int (g''(x))^2 \, dx,$$  \hspace{1cm} (19)

where $0 \leq \lambda \leq 1$ is the smoothing parameter; the greater $\lambda$, the better fitting to data, and the smaller $\lambda$, the smoother function. It can be proved that the solution of this problem is a cubic spline, i.e., a 3rd order polynomial between two successive $x_i$’s [32,33]. This spline is called smoothing spline (In MATLAB’s spline toolbox, the function ‘csaps’ can be used to calculate the smoothing spline).

It can be seen, heuristically, that in the curve fitting problem, the best value which can be assigned to $g(x)$ is $E\{y|x\}$. Hence, for estimating the regression curve, one can use the smoothing spline which fits on the data (other nonlinear regressors could also be used, but are not optimal with respect to the cost function defined in Expression 19). In fact, this is a well-known and widely used method in statistics theory [34]. Figure 2 shows a sample case, in which $x$ and $y$ are two independent random variables with uniform distribution on $(-1,1)$, having 1000 joint samples of them being observed.

Kernel Estimators for JSF and MSF

Kernel estimators are well-known for estimating the PDF of a random variable [35]. These estimators can also be used for estimating score functions.

Let $x_1, \ldots, x_T$ be $T$ observed samples of a scalar random variable $x$. A kernel $K_\sigma(x)$ is a function which is symmetric around zero and integrates to 1. Thus, any symmetric probability density function (for example, a Gaussian distribution) can be a kernel function. One also defines a smoothing parameter $\sigma$, called the bandwidth, which is derived from the variance $\sigma^2$ of the kernel. Then, the estimated PDF of $x$ is:

$$\hat{p}_x(x) = \frac{1}{T} \sum_{t=1}^{T} K_\sigma(x - x_t).$$  \hspace{1cm} (20)

Increasing $\sigma$ implies increasing the degree of smoothness of the estimated PDF: if it is too small, the PDF estimate is very noisy; if it is too large, one obtains a rough estimate of the shape of the kernel. Moreover, if $K_\sigma(x)$ is differentiable, a kernel estimator for the score function of $x$ will be [36]:

$$\hat{\psi}_x(x) = \hat{p}_x''(x) = \frac{\sum_{t=1}^{T} K_\sigma'(x - x_t)}{\sum_{t=1}^{T} K_\sigma(x - x_t)}. \hspace{1cm} (21)$$

This method is easily applicable to the N-dimensional case, provided that one has a sufficient number of samples. In fact, due to the curse of dimensionality, this is generally impossible over dimensions 4 or 5 [35]. Let $K(x)$ be an N-variate PDF, for example, the multivariate Gaussian:

$$K(x) = \frac{1}{(2\pi)^{N/2} (\det \Sigma)^{1/2}} \exp \left\{ -\frac{1}{2} x^T \Sigma^{-1} x \right\}. \hspace{1cm} (22)$$

Then, the estimated PDF of $x$ from the observed data set $x_1, \ldots, x_T$ will be:

$$\hat{p}_x(x) = \frac{1}{T} \sum_{t=1}^{T} K(x - x_t),$$  \hspace{1cm} (23)

and the $i$th component of JSF is:

$$\hat{\psi}_i(x) = \frac{\partial}{\partial x_i} \hat{p}_x(x) = \frac{\sum_{t=1}^{T} \partial K_\sigma(x - x_t)}{\sum_{t=1}^{T} K(x - x_t)}. \hspace{1cm} (24)$$

Estimating SFD

In [37], an efficient SFD estimator has been proposed for separating convolutive mixtures. However, this estimator does not lead to satisfactory results in PNL mixtures.
SFD can also be estimated by:
\[ \hat{\beta}(x) = \hat{\varphi}(x) - \hat{\psi}(x), \tag{25} \]
where \( \hat{\varphi}(x) \) and \( \hat{\psi}(x) \) are kernel estimates of JSF and MSF, respectively. Unfortunately, like the previous method, this method does not lead to good results in PNL mixtures.

In this section, another SFD estimate is proposed which leads to a good performance in separating PNL mixtures. The estimate is based on the following theorem.

**Theorem 3**
Let \( \varphi(x) = (\varphi_1(x), \ldots, \varphi_N(x))^T \) and \( \psi(x) = (\psi_1(x_1), \ldots, \psi_N(x_N))^T \) be the JSF and MSF of the random vector \( x \), respectively. Then:
\[ \psi_i(x) = E \{ \varphi_i(x) \mid x_i = x \}. \tag{26} \]

**Proof**
Without loss of generality, let \( i = 1 \), then:
\[
E \{ \varphi_1(x) \mid x_1 = x \}
= \int_{x_2, \ldots, x_N} \varphi_1(x)p(x_2, \ldots, x_N \mid x_1)dx_2 \cdots dx_N
= \int_{x_2, \ldots, x_N} \frac{\partial}{\partial x_1} \frac{p(x)}{p_1(x_1)} dx_2 \cdots dx_N
= \frac{1}{p_1(x_1)} \frac{\partial}{\partial x_1} \int_{x_2, \ldots, x_N} p(x)dx_2 \cdots dx_N
= \frac{1}{p_1(x_1)} \frac{\partial}{\partial x_1} p_1(x_1)
= \psi_1(x_1), \tag{27}
\]
which proves the theorem.

Remember that \( x_i \)'s are independent if, and only if, \( \varphi_i = \psi_i \). Then, the above theorem claims that if the components of \( x \) are statistically dependent, then \( \varphi_i \) is not equal to \( \psi_i \), while it is equal to its mean. In other words, statistical dependence introduces fluctuations in JSF around its constant mean.

As an example, let \( x_1 = s_1 \) and \( x_2 = s_2 + k \) be two mixtures of two independent random variables \( s_1 \) and \( s_2 \) with uniform PDFs on \([-0.5, 0.5]\) and consider their JSF and MSF. When \( k = 0 \), \( x_1 \) and \( x_2 \) are independent and \( \varphi_1 = \psi_1 \). When \( k \) varies, \( \psi_1 \) remains unchanged (because it does not depend on \( k \)), but \( \varphi_1 \) changes. Figure 3 shows the plot of the kernel estimates of \( \varphi_1 \) and \( \psi_1 \) versus \( x_1 \), for \( k = 0.5 \). From this figure, it can easily be seen that introducing statistical dependencies results in variations of \( \varphi_1 \) around its mean, as expected following Theorem 3.

![Figure 3. Kernel estimates of \( \varphi_1 \) and \( \psi_1 \) for two dependent variables.](image)

The above paragraph shows that SFD \( \beta_i \) is, in fact, a measure of the variations of \( \varphi_i \) around its mean. These variations are due to the statistical dependence of the other components of \( x \).

Hence, to estimate \( \beta_i \), a kernel estimate of \( \varphi_i \) is first computed, then a smooth enough curve (a smoothing spline) is fitted on the data set \( (x_i, \varphi_i) \) for estimating \( \psi_i \). Finally, by subtracting \( \varphi_i \) from its smoothed version, one obtains an estimate of \( \beta_i \).

### Estimating Equations for the Separating System

To achieve source separation, the mutual information \( I(y) \) must be minimized. Hence, the gradients of \( I \), with respect to the system parameters, \( \beta \) and \( g_i \)'s, must be determined. Consider now some small perturbations in these parameters of the form:
\[ \mathbf{B} \rightarrow \mathbf{B} + \Delta \cdot \mathbf{B} = (\mathbf{I} + \Delta)\mathbf{B}, \tag{28} \]
\[ g_i \rightarrow g_i + \epsilon_i \circ g_i, \tag{29} \]
where \( \Delta \) is a small matrix, \( \epsilon_i \)'s are small functions, and I denotes the identity matrix. Since \( g_i(\epsilon_i) = x_i \), Equation 29 becomes:
\[ \bar{x}_i = x_i + \epsilon_i(x_i) = x_i + \delta_i, \tag{30} \]
where \( \delta_i \triangleq \epsilon_i(x_i) \).

Now, from Theorem 2, the following theorem is derived.

**Theorem 4**
The variation of \( I(y) \), with respect to the variations \( \Delta \) and \( \epsilon_i \), is:
\[
I(\hat{y}) - I(y) = E \{ \beta_y(y)^T \cdot \Delta \cdot y \}
+ E \{ \beta_y(y)^T \cdot \mathbf{B} \cdot \delta \} + \text{Higher order terms}, \tag{31}
\]
where \( \beta \) denotes the SFD of \( y \).

The proof results from direct calculation and is discarded here.

After simple calculations, the first right-side term of Equation 31 becomes:

\[
\sum_i \sum_j \Delta_{ij} E \{ \beta_i(y) y_j \} .
\]

Hence, the relative (or natural) gradient [7,13] of \( I \) with respect to \( B \) is:

\[
\nabla_B I = E \{ \beta_y(y) y^T \} .
\]

It is easy to prove that this leads to the same equations as shown for linear instantaneous mixtures [21], i.e.:

\[
(\nabla_B I)_{ij} = \begin{cases} 
-E \{ \psi_i(y_i) y_j \} & \text{if } i \neq j \\
0 & \text{if } i = j.
\end{cases}
\]

Defining \( \alpha(y) \triangleq B^T \beta_y(y) \), the second right-side term of Equation 31 becomes:

\[
E \{ \delta^T B^T \beta_y(y) \} = E \{ \delta^T \alpha(y) \} = \sum_i E \{ \epsilon_i(x_i) \alpha_i(y) \} = \sum_i E \{ \epsilon_i(x_i) E \{ \alpha_i(y) \mid x_i \} \} = \sum_i \int_{-\infty}^{\infty} \epsilon_i(x) E \{ \alpha_i(y) \mid x_i = x \} p_{x_i}(x) dx.
\]

Hence, the gradient of \( I \), with respect to the function \( g_i(y) \), via the weighting function \( p_{x_i}(x) \) can be defined as:

\[
h_i(x) \triangleq (\nabla_B I)(x) = E \{ \alpha_i(y) \mid x_i = x \}.
\]

**THE ALGORITHM**

For separating post nonlinear mixtures, the steepest descent algorithm has been used. In each iteration, the SFD of the outputs is computed using the method presented previously. Then, the following iterations are used:

\[
B = (I - \mu_1 \nabla_B I) B,
\]

\[
x_i = x_i - \mu_2 h_i(x_i),
\]

where \( \nabla_B I \) and \( h_i(x) \) are computed using Equation 33 (or Equation 34) and Equation 36, respectively. \( \mu_1 \) and \( \mu_2 \) are two small positive constants and, in Equation 36, the conditional mean is computed using smoothing splines.

However, there are a few indeterminacies that need more attention. The first indeterminacies are the mean and variance of \( x_i \)'s. To cancel these indeterminacies, \( x_i \)'s are normalized at each iteration so that their means and variances are equal to zeros and ones, respectively. This prevents the algorithm from diverging.

The second indeterminacy is the output variance. If this indeterminacy is not considered, then matrix \( B \) can converge to zero matrix, generating the trivial solution \( y = 0 \). To prevent this situation, one can normalize the output variance at each iteration. It is also possible to normalize the output by replacing the main diagonal of \( \nabla_B I \) by \( \text{diag}(\sigma_{y_1}^2, \ldots, \sigma_{y_n}^2) \), as proposed by Taleb and Jutten [10]. (Note that, as can be seen from Equation 34, the main diagonal of \( \nabla_B I \) is zero.) This will cause the algorithm to generate unit variance outputs.

The convergence is achieved after about 100 iterations. However, the performance (output SNR or crosstalk) depends on the sample size. Moreover, the values of \( g_i(x_i(n)) \) are computed independently for different values of \( n \), without any attention to the smoothness of the function \( g_i \). This will result in fluctuating (and, thus, neither continuous nor invertible) functions \( g_i \)'s. This is in contradiction to the main assumptions on the functions \( f_i \)'s (and, hence, \( g_i \)'s) i.e., continuity and invertibility [14]. For solving this problem, smoothing splines are used in each iteration for estimating the functions \( g_i \)'s (although, it results in slower convergence). The smoothing parameter \( \lambda \) (see (19)) must be chosen near 1 (for example \( \lambda = 0.9999 \)), for achieving a good estimation of the inverses of \( f_i \)'s.

Figure 4 gives the resulting separation algorithm.

**EXPERIMENTS**

In this section, some computer simulations are presented for a PNL mixture of two sources. The independent sources are sine and triangle waveforms, with an irrational frequency ratio. Figure 5a shows the joint distribution of the sources and points out their independence. The sources are mixed with the mixing matrix:

\[
A = \begin{pmatrix}
1 & 0.5 \\
0.5 & 1
\end{pmatrix}.
\]

The sensor nonlinearities are:

\[
f_1(x) = \frac{1}{10}(x + x^3),
\]

\[
f_2(x) = \frac{3}{10} x + \tanh 3x,
\]
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- Initialization:
  1. \( B = I \)
  2. \( x = \varepsilon \)
- Loop:
  1. Compute outputs by \( y = Bx \).
  2. Estimate \( \beta_y(y) \) (SFD of \( y \)).
  3. For \( i = 1, \ldots, N \), estimate \( h_i(x_i) \), using Equation 36 and smoothing splines.
  4. For \( i = 1, \ldots, N \), modify \( x_i \) by \( x_i = x_i - \mu_2 h_i(x_i) \).
  5. For \( i = 1, \ldots, N \), do a smoothing process on \( x_i \), using a smoothing spline.
  6. For \( i = 1, \ldots, N \), normalize \( x_i \) by \( x_i = \frac{x_i - \mu_1}{\sigma_{x_i}} \).
  7. Normalize \( B \) by:
     \[
     B = B \begin{pmatrix}
     \sigma_{x_1} & & \\
     & \ddots & \\
     & & \sigma_{x_N}
     \end{pmatrix}
     \]
  8. Estimate \( D = \nabla_B I \), using Equation 33.
  9. Replace the main diagonal of \( D \) by \( \text{diag}(\sigma_{g_1}^2 - 1, \ldots, \sigma_{g_M}^2 - 1) \).
  10. Modify \( B \) by \( B = (I - \mu_1 D)B \).
- Repeat until convergence

Figure 4. The separation algorithm for PNL mixtures.

and, as can be seen in Figure 5b, they generate highly nonlinear mixtures. The observation signals are shown in Figure 6.

A 1000-point size data sample is used. The algorithm step sizes, \( \mu_1 \) and \( \mu_2 \), are equal to 0.3. Gaussian kernels, with zero mean and \( \sigma = 0.4 \), are used for estimation of the JSF. Smoothing splines are used for estimating SFD and \( h_i(x_i) \), with smoothing parameters (\( \lambda \)) equal to 0.9 and 0.1, respectively. Finally the smoothing spline parameters for \( g_i \)'s is \( \lambda = 0.9999 \).

The separation results can be viewed in Figures 7 to 10. Figure 7a represents the joint distribution of \( (x_1, x_2) \) and shows that the sensor nonlinearities have been compensated. Figure 7b shows the joint distribution of outputs and points out their independence. The compensated functions \( g_1 \circ f_1 \) and \( g_2 \circ f_2 \) are sketched in Figure 8. The output signals can be viewed in Figure 9, which are good estimates of the sources. Finally, Figure 10 shows the output Signal to Noise Ratios (SNRs), defined by (assuming no permutation):

\[
\text{SNR}(y_i, s_i) = 10 \log_{10} \frac{E \{ s_i^2 \}}{\{ (s_i - y_i)^2 \}} , \quad i = \{1, 2\}
\]  

In the second experiment, the mixture of three independent identically distributed (iid) signals are considered with uniform distribution. The mixing matrix is:

\[
A = \begin{pmatrix}
1 & 0.3 & 0.3 \\
0.3 & 1 & 0.3 \\
0.3 & 0.3 & 1
\end{pmatrix}
\]  

The first two sensor nonlinearities are as Equation 40 and for the third nonlinearity \( f_3(x) = f_2(x) \). For separating this mixture, a data block of 1000 samples
is used. The parameters are $\mu_1 = \mu_2 = 0.2$ and Gaussian kernels were used with $\sigma = 0.2$ for estimating JSF. The smoothing spline parameters were $\lambda = 0.4$ for estimating MSF, $\lambda = 0.1$ for estimating $h_i$’s and $\lambda = 0.9999$ for smoothing $g_i$’s. Figure 11 shows the output SNR versus the iterations.

A similar experiment has been performed with a mixture of four sources. The algorithm still works, but is very time consuming. In fact, the estimation of the multivariate score functions (4-D) becomes tricky and requires a large sample size. However, one achieves between 18 dB to 22 dB after 150 iterations.
These experiments indicate the separation ability of the algorithm, even for hard nonlinear mixtures.

CONCLUSION
In this paper, multivariate score functions have been introduced, i.e., JSF and MSF. Then, it could be seen that their difference (SFD) is the stochastic gradient of the mutual information, which can be used to design gradient based methods for minimizing the mutual information. Also, an estimator is proposed for SFD by using smoothing splines. After deriving the estimating equations and putting all of it together, a new separation algorithm is developed for PNL mixtures. These experiments show the quality of the proposed method.

The main advantage of this new method is its generality. In fact, the multiplicative Relations 1 and 4 are not relied upon. Such relations do not exist in convolutive cases, where the components of the mixing matrix are linear filters instead of some scalars. Therefore, this new method can be generalized to convolutive mixtures, as well as other types of mixtures. Currently, these generalizations are being studied by the authors.

In fact, the main drawback of the method is that it requires estimation of multivariate PDF: it demands a large enough sample size, growing very rapidly with the dimension, i.e., with the source number. Thus practically, the method is tractable for a small number of sources, up to three or four.
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