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Iterative Interference Cancellation for a

Coded Multicarrier Frequency-Hopping
CDMA (MC-FH-CDMA) System

M. Ebrahimi T.M.! and M. Nasiri-Kenari®

In this paper, a low complexity iterative multi-user receiver for the coded MC-FH-CDMA system,
is considered, which has been introduced in [1]. The structure of the proposed receiver consists
of a Multi-User Likelihood Calculator (MULC) and a bank of SISO channel decoders, one for
each active user. Based on the received signal and a priori information about code bits, provided
by SISO decoders in the previous iteration, MULC computes the extrinsic information of the
coded symbols of active users in the form of a Log-Likelihood Ratlo (LLR). This information is
used by channel decoders as a priori information to compute an update of LLRs. The processing
proceeds in an iterative manner, similar to the decoding of turbo codes. The performance of
the proposed recelver is evaluated in AWGN channels. The numerical results show that the new
receiver significantly improves system performance, compared to the conventional single user

recelver.

INTRODUCTION

A novel diversity scheme for a  phase-coherent
frequency-hopping spread spectrum system has been
proposed in [2] and the performance of the system
has been evaluated in a single-user jamming environ-
mient. o this systent, which is named the multicarrier
frequency-hopping CDMA (MC-FH-CDMA) syster,
diversity is obtained via both multicarrier transmis-
sion and frequency-hopping.  The conventional Fast
Frequency-Hopping (FFH) systems, which transmit
one carrier at a time and change it in fractions of
bit duration, make coherent demodulation relatively
difficult. However, the system proposed in [2], not only
makes carrier-frequency hops slower but, by employing
two kinds of diversity simultaneously, imposes each
carrier to hop solely at a fraction of the total given
bandwidth. 'Thus, with slow frequency-hopping, with
a period at least equal to the bit duration, a coherent
reception will be feasible in a slow fading channel [1].
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However, in a fast fading channel, a noncoherent
reception is inevitable,

L this systemn, at each bit interval, £, for each user,
k, Ny carriers are chosen from N, distinet subbands.
The whole frequency band is partitioned into N, sub-
hands, each of which has exactly Ny, subearriers spaced
apart by fg. During each bit interval, {, the carrier
frequency selected from each subband is determined
by the user dedicated signature sequence. Figure 1
shows an example of the subcarriers selected in a MC-
FH system with two users, N, = 4 and Ny, = 5. These
N, carriers are modulated with the fth data bit of user
k, using BPSK modulation. These modulated carriers
are, then, added together and transmitted through
the channel. For the next bit transmission, sach of
these N, carriers hops in its subband and another
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Figure 1. An example of dedicated subcarriers for a
MC-FH system with ¥, = 4 and N, = 3.
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frequency in the subband is chosen. The frequency-
hopping pattern, which is determined by a dedicated
signature sequence of the user, is assumed to be known
to the receiver. After dehopping at the receiver side,
N, subband correlators separate the signal transmitted
in different subbands. These N, detected signals are
used to make a decision on the input data bit. 'lTo
this end, the correlators’ weighted outputs are simply
cotrbined and the result is compared to threshold zero,
to make a decision on the input data bit. Note that
the modulating and demodulating of the N, carriers
simultaneously can easily be implemented using IFFT
and FF'I', respectively.

To exploit the given bandwidth more efficiently,
in [1], the authors have proposed to employ a practical,
low-rate convolutional code to the uncoded MC-FH-
CDMA scheme described above. The idea is as follows:
lustead of sending the N, carriers at each bit interval
with an identical phase (0° or 180°) that is determined
by the corresponding input data bit, these carriers
can be sent with different phases, whose values are
determined with output symbols of an encoder. In
fact, with the above insight, the uncoded scheme can be
considered as a coded scheme with a repetition block
code of rate 1/N,. Since the repetition code is not
a good code, it is expected that, by applying a more
powerful code with the same rate 1/N,, the system
performance will substantially improve, without any
bandwidth expansion further than that needed by
the wncoded scheme.  The low-rate code that has
been chosen for demonstrating the performance of
the coded scheme is the convolutional superorthogonal
code (SOC) [3] of rate 1/N,. 'The performance analysis
of the uncoded and coded schemes in [1] has indicated
that, at a given bit error rate, the coded scheme
increases the number of users by a factor which is
logarithmie in N,

The previous analyses of both uncoded and coded
MC-FH-CDMA systems have been for a single-user
correlator receiver, which simply treats multiple-access
interference as a noise. Lo this paper, a low-complexity,
iterabive receiver is considered for decoding multi-user
information data tor the coded MC-FH-CDMA scheme,
as described above. The receiver structure consists of
a Multi-User Likelihood Caleulator (MULC), followed
by a bank of Soft-luput Soft-Output (S1SO) channel
decoders. Lo each iteration, the MULC, first, utilizes
the information provided by the 5150 decoders in the
previous iteration for suppressing and minimizing the
effect of the multi-user interference at the correlator
output of each user. Then, for each active user, the
MULC provides soft information about coded symbols
of the user in the form of a Log-Likelihood Ratio (LLRY),
which is used by the corresponding SISO decoder
as a priori information about coded symibols.  'The
processing proceeds in an iterative manner, similar to

the decoding of turbo codes. After a few iterations,
the wser information data is decoded using the hard
decision on the SISO channel decoder output. The
simulation results indicate that the low complexity
iterative receiver proposed significantly improves the
coded system performance, compared to the conven-
tional non-iterative receiver considered in [1].

The outling of this paper is as follows. In the
next section, a brief description of the system is
proposed, for both uncoded and coded schemes. Then,
the iterative multi-user receiver structure is presented
and after that, an error performance analysis of the
systent is developed. Finally, the numerical results are
proposed and this paper is concluded.

SYSTEM DESCRIPTION

In a MC-FH-CDMA system, every transmitter sends
Ny carriers for each data bit using BPSK modulation.
The carriers are spaced apart in sequential subbands.
In fact, the total given frequency bandwidth is par-
titioned into N, subbands of equal bandwidth, where
gach subband contains Ny different frequency carriers
spaced apart by fg. fg s chosen such that every pair of
carriers is orthogonal, L.e., fq = 1/1;, where 1, denotes
a bit time interval.

The equivalent base band transmitted signal of
user k is as follows:

s = VP T di(n)

w bf'—"“(fu—,\-,. Lf vy | Fee(n)fai(I— /N T}

% Py, (t - \‘tJ Ts) . (1)

where {di(n)} is the transmitted binary sequence of
user k. 'This sequence modulates the dedicated carriers,
{ee(n)} is the pseudorandom sequence of user k, which
determines the carrier frequency selected from each
subband { = n — N, [n/N,| during the i = [n/N,|th
hit interval. 'The elements of this sequence are ii.d
random variables, which take on integer values in the
interval [0, Ny — 1]. Pa(#) is a rectangular pulse over
the interval [0,A] with amplitude equal to 1. f; is
the first carrier frequency in subband { and is equal
to !J'\':hfd,! = U, ].1 2, Cey i'\':h - 1.

For the uncoded scheme, the stream {dg(n)} is
Ny repetitions of the transmitted data sequence, 1.e., if
the transmitted binary data sequence is { Dy ()}, then,
oue has dp(n) = De(i) for [n/N;] = i. Thus, the
uncoded scheme can be considered as a coded systen,
which employs a repetition code of rate 1/N,. With
this insight, in [1], a coded scheme has been proposed,
which employs a near optimal, low-rate, convolutional
code, instead of the simple repetition code. This code,
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Figure 2. T'he block diagram of the coded MC-FH systems.

called Super Orthogonal Code (SOC), has a rate of
1/25=2 where K is the constraint length of the code.
Sinee a rate of 1/, is required, 2572 = N, or K =
log, Ny 42 must be set. 1o the proposed coded scheme,
{dﬂrti}}fii}_@f’_1 are the N, coded symbols of user k
at information bit interval 7. Figure 2 shows the block-
diagram of the coded system.

For simiplicity of presentation, a synchronous
An AWGN channel is, also,

Thus, the total received signal can be

system is assurmed.,
considered.
written as

N,
r(t) = D A (E) + v(t), (2)
k=1
where Ag is the received amplitude of user k&, N, is the
number of active users and v(f) is AWGN with a two
sided power spectral density of N;/2. The conventional
correlator receiver, which is an optimum receiver in
a single-user environment, ignores the presence of
multiple aceess signals and treats them as a noise. Let
the desired user be k. Then, the receiver of the uncoded
scheme can be deseribed as:

De(iy =1 Zi(k) £

Yie (rmiN )

=]

Nl plts N _
Red - T ] r(t)e T2t cken Lrbi N D=L g (),
s

=0

(3)

From this equation, it is clear that the correlator
receiver consists of Ny branches, each with a subband
correlator. 'The role of the subband correlator of branch
me is to extract the symbol transmitted in subband e,
In Equation 3, Yy (1 4+ iN,) is the subband correlator
output of branch e during bit interval 7. Here, A,

subband correlator outputs ({Yx (e + fi'\':s)};:;]l) are

added to make the decision variable Z;(k), which is
then compared to zero.

In a coded scheme, the real part of the sub-
bhand correlator outputs are the inputs of the de-
coder.  Decoding is performed using a soft input
Viterbi algorithm. 'The state diagram of a super
orthogonal code, with constraint length K, consists
of 2671 states.  In this diagram, from each state,
two branches, corresponding to bit zero and bit one,
exit. 'lo update the metries, it is, first, necessary
to calculate the trellis diagram branch metrics, using
the received signal r(£).  For this purpose, in each
subband e and during each bit interval [, the real
part. of the subband correlator output is computed
as yr(me + INy) e Re{Ye(m+iNy)}.  Then, the
branch metrics can be simply evaluated based on these
quarntities.

MULTIUSER RECEIVER STRUCTURE

Figure 3 shows the block diagram of the proposed
iterative receiver.  The receiver consists of two es-
sential parts, namely, Multiuser Likelihood Caleulator
(MULC) and SISO channel decoders.  These two
parts are separated by interleavers and deinterleavers.,
MULC consists of three separate parts: Correlator
receivers, Parallel Soft Interference Canceller (PSIC)
and single-user likelihood calculators. Lo each iteration,
the PSLC for each user k utilizes soft information about
the coded symbols of interfering users provided by their
SISO channel decoders, for interference cancellation at
the kth user’s correlator receiver output., Then, the
result is used by the single-user likelihood calculators to
deliver soft information (extrinsic information) about
the coded symbols of user & in the form of Log-
Likelihood Ratio (LLR). The kth SISO channel decoder
uses this extrinsic information, ie., L{y[de(n)], as a
priori information and delivers an update of LLRs for
code bits, 1.e., L5, [dy ()], based on the code constraint.
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Figure 3. The block diagram of the iterative receiver.

The sequence {L5, [de(n)]} is, then, used by the PSIC
in the next iteration. The SISO channel decoders
also compute the LLR for each information bit, i.e.
L[ Dg(1)], which is used to make a decision on the user
information bits at the last iteration (see Figure 3).
Channel decoders are implemented uwsing the SISO
algorithm presented in [4]. ln the following, each part
of the MULC is described in more detail.

Correlator Recelvers

There are N, correlator receivers, one for each active
user.  Each of these correlator receivers consists of
N subband correlators in N, branches, one for each
coded symbol, as described in the previous section,
After parallel to serial conversion, the outputs of these
branches are fed to PS1C. From Equations 1 and 2, the
received signal in bit interval 7 is equal tos
Ny iNAN,-L

r(f)=1 /op Z Ap Z dy. (,-L)ﬁf3T'i.fu_a,\-,+t‘k'i”:?.fﬂt_’_ u(t),

k=1 n=iN, (4)

where i £ |n/N,|. The output of the subband
correlator of user k, corresponding to the nth coded
symbol of the user at branch (r — iN,), is equal to:

(L N
yk(”} — i \,.(t'}t_’.—f'-‘lﬂ'lifu—a,\-,+Ckliﬂ_:'.f¢_:'fdt_
i )

By substituting »(t) from Equation 4 in Equation 5 and
taking the real part of Equation 5 one obtains:

Ye(n) = Apdp(n)V2P

N | gl o
+24kdk(”} ..-"ZP_ e By (n)—cu () fat dt
E=1 IF if

B g

+ 1 (12), (6)

Hﬁ(ﬁ LI;HH v(B)e 2 (fuin,
+ep () fa)tdt) is the white Gaussian noise component,
with zero mean and variance equal to O’I,‘j = Ny/T,. By
defining:

B e () = {T ck(”) a L)k’(“:} : (7)

where ap(n) £

celn) = epr(n)
one can rewrite Equation 6 as:

ye(n) = Apde(n)V2P

N,
4 Z A,wd,w(\"&)\/ﬁﬁklkf(H) + \')‘k(\'l). (?_%}
B =1
Bk
The first term in this equation is the signal of the
desired user, the second term is the Multiple Access
Interference (MAL) component and the third term is
the noise component, as desceribed previously.

Parallel Soft Interference Canceller (PSIC)

This block makes a soft estimation of the code bits
by using a posteriori information about code bits
provided by the SISO channel decoders. Then, these
pstimates are used to cancel the MAL component from

the subband correlator output. Suppose that Zf;‘.(u:} is
the estimation of code bit di(n). Then, at the output
of PSIC for user k, i.e., y,.(r), one has:

Noe o
() =ye(n) —Zr‘h* di (R)V2P8 o = Apdi (n)V 2P

k::]_
kT Ek

N, .
+Z.4ka (dka (re) —dy (u:}) V2PE pe(n)+pe (u)..

k=1 (9}
k' 2k
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Each code bit, dp(n), is estimated by its expectation,
e

~

di(n) =1x Plde(n) = +1] = 1 x Pldp(n) = —1].

(10)

It can be easily shown that [3]:

di(n) = tanh (%L;l[dk(n)]) . (11)

Such a soft interference cancellation was first proposed
in [3]. Note that incorrect decisions by the channel
decoders about code bits usually have small a posteriori
LLRs and, as a result, the soft estimates of these
incorrect decoded bits are small and do oot have
much effect on cancellation in Equation 9. Thus,
with soft interference cancellation, error propagation
is substantially avoided.

Since in the first iteration, there is no a priori
information about the code bits, it is well assumed that

Pr{di(n) = +1} =Pr{dc(n) = =1} = 1/2 and, as a

result, dg(r) is equal to zero.

Since soft estimates of code bits are not exactly
equal to code bits, the MAL is not completely sup-
pressed. The second term in Equation 9 is the residual
interference in the nth code bit of user k. I £(n)
denotes the residual interference, one has:

_'\‘Iu ~
fk(n:} — \.-"2P Z Akf (dka(n) — dka(n:}) é'k:ka(n).
t:ik (12)

Single-User Likelihood Calculator

For each user k, the single user likelihood caleulator,
at code symbol interval r, delivers the extrinsic infor-
mation about code bit di(n) in the form of LLR, as
follows:

p (FeOnldetn) = +1)

Lisldp(n)] = log ——— . :
P (yk(u_ﬂdk(n_} = —1)

(13)

T'o compute this quantity, the probability density fune-
tion of ¥, (r), conditioned on dg(n), must be derived.
From Equation 9, it can be realized that the conditional
density function of Ek(n) depends on distribution of the
second and third terms of Equation 9, which are the
residual interference and noise at code symibol interval
n, respectively.

Since the distributions of code bits di(n) of

all users are konown from the extrinsic information
delivered by SISO decoders in the previous iteration,
by the assumption that the code bits of different
users are independent, the distribution of £.(n) can
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be evaluated. For simplicity, however, using Central
Limit Theorem (C.L.T), it will be well assumed that
Er(n) has Gaussian distribution. So, one only needs
to compute the mean and variance of £¢(n), which are

given as
24,&!( dkf TL E‘,’ka(n)v ZPé'k:ka(n :U
B=1 (14)
k' £k
and
oit(n) = EIE(m)] — £?[€e(n)]
Ny - )
_Z 24k,Pék pr(n)k [(dka(ra} dka(n:]) l
k=1
k' £k

Ny -
=) 2A8 P e (n) (1 - dﬁ,(u)) : (15)
k=1
Bk
Since the residual and noise terms are independent, by
the above assumption, their sum also has a Gaussian
distribution with zero mean and variance equal to
ak(n} +aq, where ak(n} is given in Equation 15 and o2
is the variance of noise ternn, which is equal to Ny /T,
Now, from Equation 13, the single-user likelihood
calculator computes extrinsic information about code

bit d(r) as:

"

2AN2P o

Li'j[dk(n’)] (H} + \Uj-{

Y (n). (16)
This value is delivered to the SISO channel decoder of
user k as a priori information about code bit di(n).

PERFORMANCE ANALYSIS

In this section, an upper bound is provided on the
bit error rate of the iterative multi-user receiver in
a coded MC-FH-CDMA systemn. Since the decoding
rule used in the convolutional decoder is Maximum A
Posteriori (MAP), whose bit error rate is less than that
of the Maximum Likelihood (ML) decoding rule, one
can well use the upper bound on the bit error rate of
the ML decoder as an upper bound of the bit error
rate of the MAP decoder. By assumption that residual
interference, plus noise, at the input of the channel
decoder, has Gaussian distribution, the upper bound
on the bit error rate of the ML decoder depends on its
input Signal to lnterference plus Noise Ratio (SINR).
So, SINR is first computed at the input of the channel
decoder or, equivalently, at the output of the block
PSIC.
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Using Equations 9 and 15, one can obtain the
input SINR. per code bit to the channel decoder of user
koas

o LEHy(n Alp
SINR(k,m) 2 = ot} Ai S
T 2varly.(n)} oiln) + Ny/1
As realized, the SINR. is not constant for different code
bits. So, one can define:

(17)

SIN R (k) & 1in
' ne{l,1,2, Ny—1}

SINR(k, 1), (18)
where Ny is the total number of code bits per block
at the input of the SISO channel decoder. ln each
iteration, the SINR,;, (k) can be computed as above.
Then, an upper bound on the bit error rate of user k in
each iteration is derived using the convolutional code
weight generating function, i.e., 7(X,Y) as:

. 1 .
Pb("‘?) < —exp {dt‘,-:-,;-SlN Rmiu("‘?)}

11

x (\/Zdt-,.¢¢51_\l Rmi“(,{e))

FdT(X,Y) .
%H:Lx —exp] = SINR (£} (19)
where:
o the free distance of the convolutional
code,
T(X,Y) the weight generating function of the

convolutional code,
" the number of information bits per each
trellis branch = 1.

At high SNRs, after a few iterations, the inter-
ference term will be substantially eliminated. That is,
oi(n) in Equation 17 will be, approximately, equal to
vero and, thus, Equation 17 reduces tos

o ARPT -
SINR,iu (k) = SN R(k) = "’.\; . (20)
Ny

As a result, the bit error rate will be limited as:
. 1 . -
Polk) < —_— {dpeee SNR(K)}

GI(X,Y) .
E_)iy |y =1, % exp{ —SNR{E)} - (21)

NUMERICAL RESULTS

In order to numerically evaluate the performance of
the proposed iterative receiver for a coded MC-FH-
CDMA system, in this section, some simulation results
are presented. For simplicity, a system with full power
control has been assumed. Then, without any loss
of generality, Ay = 1 can be set. PFurthermore, the
convolutional code used is a SOC with rate of 1/4, ie.
Ny =4, wich has been set. Also, the number of carriers
in a subband, i.e. Ny, is equal to 3.

Figures 4 to 6 present the plots of Bit Error Rate
(BER) versus the number of  users for Signal to Noise
Ratio equal to 2, 4, and 6 dB, respectively. Lo these
figures, the plots of the BER. of the system, without an
iterative receiver, are also given.

As realized, the iterative receiver significantly
inproves system performance compared to the conven-
tional non-iterative correlator (single-use) receiver. For
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Figure 4. Bit error rate versus the number of users for

SNR =2 dB.

1o*
tn—2
o 10771 B
3
5
S
St
o
bl
T
X
Jao]
107 E
—— 0 iterations
- 1 iteration
8- 2 iterations
-@- 3 iterations
—%- 4 Iterations
107 .

2 4 6 8 10 12 14
Number of users

Figure 5. Bit error rate versus the number of users for

SNR =4 dB.



254

Bit error rate

- 0 iterations
~# 1 iteration
~£- 2 iterations
-©- 3 iterations

4 L L L L

2 4 6 8 10 12 14

Number of users

Figure 6. Bit error rate versus the number of users for

SNR=6 dB.
10~ T

1073
L)
3
£
5
£ 1073
()
=
as]
A1 Single user
1077k |~ 0 iterations
- 1 iteration ]
B 2 iterations 1
—%~ 4 iterations
107° .
0 1 2 3 4 5
SNR

Figure 7. Bit error rate versus the sigual to noise ratio
for ¥, = 3.

instance, from Figure 3, at a BER of 1077, the number
of users supported by the non-iterative receiver is up
to 4, whereas, with the proposed receiver, it is about 8.

Figure 7 shows the plots of BER versus SNR,
when the number of active users is equal to 3. The
plot for the single-user system is also given for com-
parison. It can be observed that the iterative receiver
significantly improves system performance compared to
the conventional non-iterative receiver. For instance, at
a BER of 1073, the amount of improvement is about
2 db. Performance improvement is higher at higher
SNRs. Lo fact, by increasing the number of iterations,
at high SNRs, system performance reaches single-user
performance,

M. Ebrahinm 'I'M. and M. Nasiri-Kenari

CONCLUSION

In this paper, an iterative receiver has been proposed
for a convolutionally coded MC-FH-CDMA system in
an AWGN channel. The proposed receiver structure
consists of a multi-user likelihood calculator and a bank
of SIS0 channel decoders.
on the coded bits of interfering users, provided by
SISO channel decoders from the previous iteration,
the MULC, first, reduces the MAL at the output of
users’ correlators and, then, provides the SISO channel
decoders with a priori information about coded bits.
The numerical results show that the new receiver
significantly improves system performance,; compared
to the conventional single user receiver. At high SNR,
after a few iterations, it is expected that the receiver
will reach its ultimate performance, which is very close
to the single-user performance.

Based on soft decisions
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