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In this paper, a three-dimensional code is developed to solve turbulent supersonic 
ows over a

blunt-nose-cylinder at 32� and 44� angles of attack. The method used is an explicit �nite-volume

Runge-Kutta time stepping model for unsteady, three-dimensional, full, Navier-Stokes equations.

This model can handle arbitrary geometries by using general coordinate transformations. The


ow�elds under consideration contain extensive regions of cross
ow separation. The Reynolds

shear stress terms are modeled algebraically with modi�cations to correct the turbulent length

and velocity scales in separated regions. Calculations performed using the developed code require

a computational memory accessible on most personal computers. Numerical results are in good

agreement with experimental measurements. Comparisons of turbulent 
ow with graphical

visualization by means of helicity revealed that the Runge-Kutta time stepping algorithm

conserves symmetry at high angles of attack.

INTRODUCTION

Developing methods for simulation of 
ow�elds around
bodies at high angles of attack is a topic of high
interest in the literature. This is because of the re-
quirements of modern aircraft and missile performance
for higher maneuverability and, thus, a trend toward

ight at high angles of attack. Many current design
problems, including the prediction of missile �n loads,
the optimization of �ghter-type aircraft engine inlets
and the heat-shield design of maneuvering reentry
vehicles, require detailed knowledge of high angle of
attack 
ow�elds. These 
ow�elds are complex and
typically contain extensive regions of three-dimensional
cross
ow separation. The extent of the cross
ow
separation and the resulting strength of the leeward-
side vortex structure are typically small at low angles
of attack; the separation grows as the angle of attack is
increased. The 
ow patterns that a body-of-revolution
experiences as it is pitched from a 0� to 90� angle
of attack fall into four categories, which re
ect the
diminishing in
uence of the axial 
ow [1]. At moderate

*. Corresponding Author, Department of Mechanical En-

gineering, Ferdowsi University, P.O. Box 91755-1111,

Mashad, I.R. Iran.

1. Department of Mechanical Engineering, Ferdowsi Uni-

versity, P.O. Box 91755-1111, Mashad, I.R. Iran.

angles of attack (� � 10�), the cross
ow about the
body begins to separate over the leeside generating
symmetrical, counter-rotating vortices on the leeside.
At high angles of attack and depending on a number of
other factors, the vortices over the leeside may become
asymmetric and, consequently, the body experiences a
large side force and a yawing moment [2]. At higher
angles of attack (� � 60�), the aft-end of the body
develops an unsteady von Karman shedding. As the
angle of attack approaches 90� , the entire body length
exhibits a time-dependent vortex shedding pattern [3].

A number of works in this area reported in the
literature [4-10] showed that numerical simulations
of 
ow around bodies at high angles of attack re-
sult in symmetric solutions, as long as algorithms,
boundary and initial conditions and grids are perfectly
symmetric. Degani et al. [11-13] showed that a
fully three-dimensional asymmetric 
ow could only be
achieved when perturbing the symmetric base 
ow by
an asymmetrically disposed time-invariant disturbance.
Otherwise, the 
ow would remain symmetric even in
the case of high angle of attack, where experimental
results showed the presence of asymmetry. Other
investigators [14-16], however, obtained asymmetric

ow solutions without imposing �xed asymmetric dis-
turbances. They have argued that the numerical
algorithms they used were able to reveal the true
nature of the 
ows by bypassing the symmetric base
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solution. In the authors' viewpoint, this argument
is not correct. It is thought that the asymmetric

ow observed in experiments is because the tip of a
body, in reality, cannot be perfectly symmetric. In
simulations, however, considering a perfect symmetric
body is possible [17] and simulation of the 
ow around a
symmetric body should result in a symmetric solution.
For 
ow around a symmetric body, therefore, the
source of asymmetric solutions should be attributed to
numerical errors corresponding to the algorithm used.

Levy et al. [17] performed numerical simulations
at high angles of attack for 
ow around slender bodies
of revolution at subsonic speeds using four di�erent
numerical algorithms: A partially 
ux-split algorithm,
the Beam and Warming algorithm in its original and
diagonal forms, and an algorithm combining block and
diagonal forms. Comparison of the results revealed
that the diagonal algorithm fails to conserve symmetry
at high angles of attack and a spurious asymmetry is
developed. They found that every time an inversion
was made, in any cross section, at any radial distance
from the body, a small asymmetric error was intro-
duced. The presence of that numerical error a�ects
di�erent 
ows in di�erent ways. For low-angle-of-
attack 
ows the error is similar in behavior to that
of round-o� error and it does not grow. For high-
angle-of-attack 
ows, where instability mechanisms
exist, the error is similar in behavior to that of a
distribution of geometrical perturbations. The pertur-
bations change their position between time steps and
extend over the whole 
ow�eld, as opposed to being
located only on the body. As a result, the developed

ow�eld becomes asymmetric in the absence of a real
geometrical perturbation, but the asymmetric pattern
that emerges fails to conform to the pattern that is
observed in experiments. The asymmetric solutions
in the simulations are, in fact, the result of numerical
errors [17].

Numerical simulations for 
ows around bodies
have some di�culties, such as the existence of shock
waves in the vicinity of the forebody, the separated
boundary layers on the leeside with developing sym-
metric or asymmetric vortices and the formation of
wake-like leeside 
ow at high angles of attack with
supersonic speeds. The accuracy of the solutions
depends on many factors, one of which being the highly
stretched grids needed to resolve the extensive regions
of separation.

Degani and Schi� [18] reported the results of
a supersonic study designed to extend the thin-layer
parabolized Navier-Stokes technique to treat 
ows over
bodies at large angles of attack. They investigated
the e�ects of the algebraic eddy-viscosity turbulence
model. Baysal et al. [2] simulated three-dimensional
laminar supersonic 
ows over a blunt-nose-cylinder at
large angles of attack. They solved mass averaged

Navier-Stokes equations by an approximately factored,
upwind-biased, implicit, �nite volume scheme.

In this paper, three-dimensional turbulence su-
personic 
ows over a blunt-nose-cylinder at 32� and
44� angles of attack are simulated. This 
ow�eld is
dominated by large-scale, multiple vortices generated
by the cross
ow separation. The full Navier-Stokes
equations are solved using �nite volume and Runge-
Kutta time stepping techniques. To accelerate solu-
tion convergence, local time stepping and an implicit
residual averaging method are used. Although these
techniques have been used in various 
ow�elds, no
report was found in the literature that used them for
simulating three-dimensional 
ows over slender bodies
at high angles of attack.

Only Siclari et al. [14] used the Runge-Kutta time
stepping technique to simulate supersonic 
ows over a
body with a conical shape at high angles of attack.
However, they used a 2-D conical coordinate system
to study the 3-D 
ow�eld for a cone. In the results
of their simulations, the vortices in the two sides of
the body are not symmetric. On the other hand,
as Levy et al. [17] stated, when conical restrictions
were imposed for a three-dimensional 
ow, the solution
became asymmetric. It seems that the conical approxi-
mation makes the cross
ow susceptible to the absolute
instability that leads to vortex asymmetry in the 
ow
past a cone. As discussed above, this asymmetry
should be ascribed to the numerical errors in their
simulations. In this paper, therefore, an explicit �nite-
volume Runge-Kutta time stepping scheme is used,
which is capable of simulating the full Navier-Stokes
equations for unsteady turbulent 
ows. The results
of this method are compared with the experimental
measurements and the method examined with regard
to 
ow symmetry around the body.

Flow�eld solutions are obtained over the body at
a Mach number of M = 1:6 and a Reynolds number
of ReL = 3:335 � 106. Since the 
ow over the body
at high angles of attack has the potential to develop
asymmetry, the full body grid is used here. Surface
pressure, aerodynamic coe�cients and wake regions in
the leeside plane are calculated and compared with
experimental measurements. The results show that the
typical Runge-Kutta time stepping algorithm with full
Navier-Stokes equations results in symmetric solutions
at high angles of attack. All simulations for this paper
were run on a Pentium 600 MHz computer with 512
MB RAM.

MATHEMATICAL FORMULATIONS AND

GOVERNING EQUATIONS

The three-dimensional unsteady full Navier-Stocks
equations without body forces or external heat transfer
can be transformed to the arbitrary curvilinear space



Supersonic Flows over a Body at High Angles of Attack 341

�; � and �, while retaining strong conservation law
form. The resulting transformed equations can be
written in non-dimensional form as:

@q̂

@t
+
@(Êi � Ê�)

@�
+
@(F̂i � F̂�)

@�
+
@(Ĝi � Ĝ�)

@�
= 0;
(1)

where the vectors Êi; F̂i and Ĝi are the inviscid terms
and Ê� ; F̂� and Ĝ� represent the viscous shear stress
and heat 
ux terms. Flux vectors are de�ned as follows:

q̂ = J�1

2
66664
�
�u
��
�w
e

3
77775 ;

Êi = J�1

2
66664

�U
�uU + �xP
��U + �yP
�wU + �zP
(e+ P )U

3
77775 ;

F̂i = J�1

2
66664

�V
�uV + �xP
��V + �yP
�wV + �zP
(e+ P )V

3
77775 ;

Ĝi = J�1

2
66664

�W
�uW + �xP
��W + �yP
�wW + �zP
(e+ P )W

3
77775 ;

Ê� = J�1

2
66664

0
�x�xx + �y�xy + �z�xz
�x�yx + �y�yy + �z�yz
�x�zx + �y�zy + �z�zz
�x�x + �y�y + �z�z

3
77775 ;

F̂� = J�1

2
66664

0
�x�xx + �y�xy + �z�xz
�x�yx + �y�yy + �z�yz
�x�zx + �y�zy + �z�zz
�x�x + �y�y + �z�z

3
77775 ;

Ĝ� = J�1

2
66664

0
�x�xx + �y�xy + �z�xz
�x�yx + �y�yy + �z�yz
�x�zx + �y�zy + �z�zz
�x�x + �y�y + �z�z

3
77775 ; (2)

where U; V and W are contravariant velocities written
without metric normalization and u; � and w are the
non-dimensionalized Cartesian velocity components in

the x; y and z directions, respectively. � is the density;
P the pressure; and e the total energy. Total energy
is related to the 
ow variables by the following perfect
gas equation of state:

e =
P


 � 1
+

1

2
�(u2 + �2 + w2); (3)

where 
 is the ratio of speci�c heats. The shear stress
terms like �xx; �yy, etc., metric coe�cients like �x; �y,
etc., contravariant velocities and �x; �y and �z have
been de�ned in [19].

NUMERICAL METHOD

Using:

Ê = Êi � Ê� ; F̂ = F̂i � F̂� ; Ĝ = Ĝi � Ĝ� ; (4)

and assuming J�1 to be independent of time, Equa-
tion 1 can be written as:

J�1qt + Ê� + F̂� + Ĝ� = 0: (5)

In a cell-centered �nite-volume method, Equation 5 is
integrated over a computational cell in the discretized
computational domain and J�1 is identi�ed as the cell
volume. To advance the scheme in time, the multi-
stage scheme is applied [20]. A typical step of a Runge-
Kutta (4-stages) approximation to Equation 5 is:

q(k) =q(0) � �k
�t

J�1h
D�Ê

(k�1) +D�F̂
(k�1) +D�Ĝ

(k�1) +AD
i
:
(6)

Assuming that:

R(k�1) = D�Ê
(k�1) +D�F̂

(k�1) +D�Ĝ
(k�1) �AD;

(7)

Equation 6 can be written as:

q(k) = q(0) � �k
�t

J�1
R(k�1); (8)

where:

�k =

�
1

4
;
1

3
;
1

2
; 1

�
;

and D�; D� and D� are spatial di�erencing operators.
The bracketed superscript in Equation 6 refers to the
stages of the Runge-Kutta scheme and AD is the
arti�cial dissipation term.

The basic elements of the scalar arti�cial dis-
sipation model considered in this paper were �rst
introduced by Jameson et al. [20], in conjunction with
Runge-Kutta explicit schemes. This dissipation model
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has been used by many investigators [21] for numerical
solution of the Euler and Navier-Stokes equations
in a wide range of 
uid dynamic applications. In
Equation 6, AD is a combination of the second and
fourth di�erences:

AD =
�
D

(2)
� +D(2)

� +D
(2)
� �D(4)

� �D(4)
� �D(4)

�

�
q; (9)

where, for example:

D
(2)
� q = r�

h�
�i+ 1

2
;j;k :"

(2)

i+ 1

2
;j;k

�
��

i
qijk ;

D
(4)
� q = r�

h�
�i+ 1

2
;j;k :"

(4)

i+ 1

2
;j;k

�
��r���

i
qijk : (10)

The indices i; j and k are associated with the �; �
and � directions, respectively and �� and r� are the
standard forward and backward di�erence operators in
the � direction. � is a scaling factor, which will be

de�ned later in this paper. The coe�cients "
(2)

i+ 1

2
;j;k

and "
(4)

i+ 1

2
;j;k

are dissipation constants and are de�ned
as:

"
(2)

i+ 1

2
;j;k

= min

�
1

2
; �(2) 

�
;

"
(4)

i+ 1

2
;j;k

= max
�
0; �(4) � �diss 

�
; (11)

where:

 = max (�i�1;j;k; �i;j;k; �i+1;j;k; �i+2;j;k) ;

�i;j;k =

�����i+1;j;k � 2�i;j;k + �i�1;j;k
�i+1;j;k + 2�i;j;k + �i�1;j;k

���� ;
�(2) = 1; �(4) =

1

32
; �diss = 2: (12)

For the other directions, � and �, the contribution
of dissipation is de�ned in a similar manner. The
second-di�erence dissipation term is nonlinear; the
purpose is to suppress oscillations in the neighborhood
of shocks. This term is small in the smooth portion of
the 
ow�eld. The fourth-di�erence dissipation term is
basically linear and is included to damp high-frequency
modes and allow the scheme to approach a steady state
condition; only this term a�ects the linear stability
of the scheme and its value near shocks is reduced to
zero [22].

Since the interest in this paper is only the steady

ow�elds, various techniques, like Local Time Stepping
and Implicit Residual Averaging, are used to accelerate
convergence.

The local time step is taken to be:

�tijk =
CFL:J�1

�� + �� + ��
; (13)

where �� ; �� and �� are average spectral radii of
the 
ux Jacobian matrices in �; � and � directions,
respectively:

�� =
1

2

�
�i+ 1

2
;j;k + �i� 1

2
;j;k

�
;

�� =
1

2

�
�i;j+ 1

2
;k + �i;j� 1

2
;k

�
;

�� =
1

2

�
�i;j;k+ 1

2

+ �i;j;k� 1

2

�
; (14)

and:

�i+ 1

2
;j;k =

1

2

�
(��)i;j;k + (��)i+1;j;k

�
;

�i� 1

2
;j;k =

1

2

�
(��)i;j;k + (��)i�1;j;k

�
;

�i;j+ 1

2
;k =

1

2

�
(��)i;j;k + (��)i;j+1;k

�
;

�i;j� 1

2
;k =

1

2

�
(��)i;j;k + (��)i;j�1;k

�
;

�i;j;k+ 1

2

=
1

2

�
(��)i;j;k + (��)i;j;k+1

�
;

�i;j;k� 1

2

=
1

2

�
(��)i;j;k + (��)i;j;k�1

�
: (15)

The scaled spectral radii of the 
ux Jacobian matrices
for the convective terms are:

�� = jU j+ c
q
�2x + �2y + �2z ;

�� = jV j+ c
q
�2x + �2y + �2z ;

�� = jW j+ c
q
�2x + �2y + �2z ; (16)

where c is the speed of sound.
The implicit residual averaging technique is used

to extend the stability limit and the robustness of the
basic scheme. In three dimensions, the residual is
handled as follows:

(1��r���) (1��r���) (1��r���)Rijk=Rijk ; (17)

where Rijk is the average residual. The constant �
may have typical values ranging from 0.1 to 0.5. The
residual averaging requires three tridiagonal inversions,
which is computationally time consuming. The resid-
ual averaging is applied to every stage of the Runge-
Kutta scheme in this paper.
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TURBULENCE MODEL

The simulation of turbulent cross
ow separation about
slender bodies at high angles of attack poses numerical
di�culties. Most turbulence models are validated by
comparison with 2-D and axisymmetric 
ows. The
extension of these models to 3-D 
ows with signi�cant
adverse pressure gradients, separated shear layers and
strong vortices outside the boundary layer, is chal-
lenging. Many researchers in this �eld have proposed
\�xes" for the Baldwin-Lomax algebraic turbulence
model [23], in order to determine the correct boundary
layer length scale in the presence of separated free
shear layers [18,24]. Murman and Chaderjian [25]
examined similar �xes for the Spalart-Allmaras one-
equation model. Neither of these e�orts could provide
results of the same accuracy as obtained using the
Degani-Schi� [18] corrections to the Baldwin-Lomax
model. This model, therefore, is used in this paper
to calculate the local values of the eddy viscosity. In
the two-layer model, �t is given by:

�t = min(�i; �o); (18)

where:

�i = �l2 j!j ; �o = �KCcpFwakeFkleb(y): (19)

K and Ccp are constant; l is the length scale; j!j
is the local vorticity; and Fkleb(y) is the Klebano�
intermittency factor. Thus, one has:

l = ky

�
1� exp

��y+
A+

��
;

! =

q
(uy � �x)

2
+ (�z � wy)

2
+ (wx � uz)

2
;

Fwake = ymaxFmax;

Fkleb(y) =

 
1 + 5:5

�
Ckleby

ymax

�6
!
�1

; (20)

where k;A+ and Ckleb are constants and Fmax is the
maximum value of the function F (y) de�ned with y+

as follows:

y+=y

p
�w�w

�w
; F (y) = yj!j

�
1�exp

��y+
A+

��
;
(21)

ymax is the value of y at which Fmax occurs. The
constants appearing in Equations 19 and 20 were
determined to be:

A+=26; k=0:4; K=0:0168; Ccp=1:6; Ckleb=0:3:

The major di�culty in applying the Baldwin-Lomax
turbulence model to bodies with cross
ow separation

Figure 1. Flow structure in the cross
ow plane [18].

is proper evaluation of the scale length, ymax, and,
in turn, correct calculation of �o for boundary layer
pro�les in the cross
ow separation region. On the
windward side at � = �1 (Figure 1), the attached
boundary layer gives rise to a pro�le of F (y), which
has a single, well-de�ned peak, as shown in Fig-
ure 2a. Thus, the determination of Fwake(�1) is
straightforward. However, on the leeward side ray
at � = �2 (Figure 1), in addition to a local peak
in F (y) in the attached boundary layer at y2 = a,
the overlying vortex structure causes a larger peak
in F (y) at y2 = b (Figure 2b). The choice of
the peak at y2 = b results in a high value of the
outer layer eddy viscosity coe�cient, �o. There-
fore, in general, the calculated eddy viscosity co-
e�cient in the cross
ow separation region will be
high; this will cause the details of the simulated

ow to be distorted or washed out. To eliminate
these di�culties, the �rst peak in F (y) should be
selected [18].

Figure 2. Behavior of F (y) at larger incidence.
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MODEL GEOMETRY AND

COMPUTATIONAL GRID

To provide a basis for comparison, simulations about a
blunt-nose-cylinder were run using the developed code
by implementing the described explicit algorithm. This
model geometry, shown in Figure 3, is the same as that
used by Baysal et al. [2].

The C-O type grid used in this study was ob-
tained from a grid generator, by �rst solving the two-
dimensional Poisson's equations for half of the symme-
try plane of the cylinder (x-y plane) and then rotating
this grid about the axis of the cylinder (Figure 4).
This program allows arbitrary grid point clustering,
thus, enabling the grid points of the body shapes to be
clustered in the vicinity of the body surface to resolve
the viscous boundary layer. The results were obtained
for a wide range of grid resolutions. The computational
mesh had 60 � 50 � 120 cells in the axial, radial, and
circumferential directions, respectively. The minimum
normal spacing was in the order of 10�4 �D.

RESULTS AND DISCUSSION

In order to validate the model, simulations were run
under 
ow conditions, for which the experimental

Figure 3. The schematic of the blunt-nose-cylinder [2].

Figure 4. A representation of the grid section.

results were available [26]. In the simulations, two
angles of attack of � = 32� and � = 44�, a Mach
number of M1 = 1:6 and a Reynolds number of
ReL = 3:335 � 106, with fully turbulent conditions,
were considered.

For the initial conditions, a uniform free stream

ow was used all over the computational domain. On
the body surface, no slip boundary conditions were
used where u = � = w = 0 were set. The pressure and
density were extrapolated at the body surface from the
�rst grid line above the body surface. There were two
outer boundaries: Inlet and downstream. At an inlet
boundary, constant free stream values were assumed
for all variables, whereas at a downstream boundary,
all variables were obtained through extrapolation.

In order to study the issue of the 
ow asymmetry,
the computations need to be done for the full body
(with no symmetric plane) at an angle of attack higher
than 30o. Therefore, for both cases (� = 32� and
� = 44�), the angle of attack was higher than 30�

and calculations were performed about the full body
(� = 0� 360�).

The developed code needs a computer memory
accessible on most personal computers. All the sim-
ulations were run on a Pentium 600 MHz computer
with 512 MB RAM. A typical CPU time was around
63 hours where the computational rate (CPU time per
iteration per cell) was around 100 �s.

Turbulent Flow at � = 32�

The surface pressure coe�cient is shown as a function
of the longitudinal position for both the leeside and
the windside in Figures 5a and 5b, respectively. As
seen in these �gures, there is a good agreement between
calculated and measured values. From the calculations,
the normal force coe�cient (CN ) at an angle of attack
of 32� is 4.185, which is in close agreement with
the measured value of 4.190. When computing force
coe�cients, the base of the body was used as the
reference area.

Figure 6 shows the calculated density contours
over the body in the windside and leeside planes. The
strong shock in the windside plane and the expansion
waves in the leeside plane are seen clearly in this �gure.

Two axial positions were selected to analyze the
cross
ow. The two positions, I and II in Figure 3,
are located immediately after the forebody-cylinder
junction (X=D = 3:17) and upstream of the base
(X=D = 6:17), respectively. Cross
ow density contours
at positions I and II are shown in Figure 7. The
presence of a lower density in each of the vortex cores
identi�es the primary and secondary vortices. The
comparison shows that the strength of the primary
vortices grows with increased distance downstream
from the nose.
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Figure 5. Comparison of the calculated and measured
longitudinal Cp distribution for � = 32� and � = 44�

angles of attack.

Figure 6. Calculated density contours at the symmetry
plane for � = 32�.

Figure 7. Calculated cross
ow density contours for
� = 32�.
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The distribution of the circumferential skin fric-
tion coe�cient (Cf ) at position II (Figure 8) indicates
that the primary separation occurs around � = 275�.
This induced 
ow leaves the surface at a secondary sep-
aration point through a weak cross
ow shock around
� = 328�, with the 
uid rolling up to form a secondary
vortex and reattaching around � = 303�. The primary
reattachment is about � = 360�.

Pressure or density plots can identify the cores
of concentrated primary vortices in high-speed 
ows.
These plots, however, are not su�ciently sensitive to
identify low-speed 
ows, such as secondary vortices.
As a result, they should not be used to di�erentiate
between primary and secondary vortices. In addition,
pressure or density plots do not give any information
regarding the swirl direction of the vortices. As
shown by Degani [27], the helicity density, a scalar
quantity derived from the velocity, should be used
instead. A helicity density plot can be used to identify
the vortices and di�erentiate between primary and
secondary vortices and indicate the direction of the
swirling motion. Helicity density is de�ned as:

Hd = ~V :~!:

The main advantage of helicity density over other
scalar quantities is that both its magnitude and sign are
meaningful. High values of helicity density re
ect high
values of speed and vorticity when the relative angle
between them is small. The sign of the helicity density
indicates the direction of swirl of the vortex relative to
the streamwise velocity component.

Figure 9 shows the calculated helicity density
contours at the two positions I and II. The angle
between the velocity and vorticity vectors in the vortex-
core region is small. This means that the helicity
density, which is the cosine of this angle, will reach
its highest absolute number in this region. This fact is

Figure 8. Circumferential skin friction distribution at
position II for � = 32� and � = 44�.

Figure 9. Calculated helicity density contours for
� = 32�.

used to locate the vortex axis. The obtained solution,
shown in Figure 9, is completely symmetric, demon-
strating that the computational procedure used can
produce symmetric solutions on a full plane grid. The
delineation of the vortices in this method is more visible
than in the density contours (Figure 7). All vortices can
be seen and the change in sign of the helicity density
(the corresponding color) clearly distinguishes between
primary and secondary vortices. The helicity density
changes sign across every separation or reattachment
line. The transition between the primary and sec-
ondary vortices, as well as the transition between the
attached and separated 
ows, is visible in Figure 9.

The calculated circumferential surface pressure
coe�cient at position II, shown in Figure 10, con�rms
that the 
ow�eld is symmetric close to the body
surface, as well as in the wake.

The circumferential streamline patterns, shown
in Figure 11, correspond to the two positions I and
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Figure 10. Calculated circumferential surface pressure
distribution at position II for � = 32� and � = 44�.

Figure 11. Calculated cross
ow streamline patterns for
� = 32�.

II, respectively. As seen in the �gure, the solution is
symmetric and two separated vortices occur on each
side of the leeside plane. The symmetric solution
extends to the end of the body (position II) with
qualitatively similar features; the vortices, however, are
becoming larger relative to the diameter of the body.

Turbulent Flow at � = 44�

Figures 5a and 5b show a good agreement between the
calculated and measured longitudinal Cp distributions
on the body for the leeside and windside planes. The
calculated and measured values for CN are 6.384 and
6.380, respectively.

Figure 8 shows the circumferential Cf distribution
of the body at position II. The primary separation
occurs around � = 288� and the primary reattachment
around � = 360�. The secondary separation and
reattachment are seen to be around � = 333:5� and
� = 313�, respectively. Compared to the � = 32� case,
the magnitude of Cf for the � = 44� case is larger
everywhere, except in the secondary vortex region.
Higher angle of attack is more resistant to separation,
consequently, the secondary vortex is weaker.

Figures 12 and 13 show the density contours of
the symmetry plane and cross
ow density contours at
the two positions I and II, respectively. As observed
earlier, the strength of the primary vortices grow with
increasing the distance downstream from the body.

A comparison between Figures 7 and 13 show
that the strength of the vortices grows with increasing
the angle of attack; this is because of the diminishing
in
uence of the axial 
ow.

The calculated helicity density contours at the
two positions I and II are given in Figure 14. Both
the magnitude of the helicity density and the swirl

Figure 12. Calculated density contours at the symmetry
plane for � = 44�.
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Figure 13. Calculated cross
ow density contours for
� = 44�.

direction, shown by gradual change in color for mag-
nitude and di�erent colors for positive or negative
directions, clearly distinguish primary and secondary
vortices from each other. This �gure shows perfect
symmetry in the strength of the primary and secondary
vortices and in the location of the primary and sec-
ondary separation lines. This con�rms the symmetry
of the 
ow at this angle of attack.

The cross
ow streamline patterns shown in Fig-
ure 15 (� = 44�) are similar to those of Figure 11
(� = 32�); the symmetric solution for both cases
extends to the end of the body.

CONCLUSIONS

An unsteady full Navier-Stokes code was developed to
solve the three-dimensional vortical supersonic 
ows
over a blunt-nose-cylinder at high angles of attack.

Figure 14. Calculated helicity density contours for
� = 44�.

Solutions were obtained using computationally e�cient
techniques. The modi�ed Baldwin-Lomax turbulence
model [18] was used to simulate turbulence cross
ow
separation. The calculated 
ow�eld results were in
good agreement with the experimental data reported
in literature. It was shown that the strength of the
primary vortices grows with increasing the distance
downstream from the nose. In addition, the graphical
visualization of vortical 
ows by means of helicity
showed no asymmetric vortices on a full plane grid for
� = 32� and 44�; therefore, the calculated solution
was symmetric. It was observed that the higher angle
of attack is more resistant to 
ow separation and the
strength of the vortices grows with increasing the angle
of attack. The results showed that the popular Runge-
Kutta time stepping algorithm with full Navier-Stokes
equations results in symmetric solutions at high angles
of attack.
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Figure 15. Calculated cross
ow streamline patterns for
� = 44�.
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NOMENCLATURE

A+ constant in turbulence model

AD arti�cial dissipation

c speed of sound

CFL Courant-Friedrich-Lewy number

Ccp constant in turbulence model

Cf skin friction coe�cient

Ckleb constant in turbulence model

CN normal force coe�cient

Cp pressure coe�cient

Cwake constant in turbulence model

D diameter of the body

D�; D�; D� spatial di�erencing operators

e total energy

Êi; F̂i; Ĝi inviscid 
ux vectors

Ê� ; F̂� ; Ĝ� viscous 
ux vectors

F function in turbulence model

Fkleb Klebano� factor in turbulence model

Fwake wake function in turbulence model

Hd helicity density

J�1 Jacobian inverse of the coordinate
transformation

K constant in turbulence model

k Von Karman constant in turbulence
model

L body length

l length scale in turbulence model

M1 freestream Mach number

P pressure

q state vector

R residual

ReL Reynolds number based on length of
the body

U; V;W contravariant velocity components

u; �; w Cartesian velocity components

x; y; z Cartesian coordinate

y+ non-dimensional distance from the wall

� angle of attack

�diss constant in arti�cial dissipation scheme

�k constant in multistage scheme


 ratio of the speci�c heat

�� forward di�erence operation

�t time step size

"(2); "(4) dissipation constants

�(2); �(4) constants in arti�cial dissipation
scheme

�� ; ��; �� scaled spectral radii of the 
ux
Jacobian matrices

�i; �o inner and outer turbulence viscosity

�t turbulence viscosity

�; �; � curvilinear coordinates

� density

� shear stress term

� constant in residual averaging
technique

! vorticity

r� backward di�erence operation
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