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Stability Analysis of a Second�Order

Proportionally�Fair Rate Allocation Algorithm

P� Goudarzi�� F� Sheikholeslam� and H� Saidi�

In this paper� a delay�di�erence second�order proportionally�fair rate allocation algorithm has

been proposed� As conventional proportionally�fair rate allocation algorithms deploy some form

of scaled gradient ascent iterative algorithm for converging to user optimal rates� using fast

second�order algorithms� such as Jacobi or approximate Newton methods� can be considered

as natural and good candidates for increasing the convergence speed of the rate allocation

algorithms� Stability analysis� related to scaled gradient ascent algorithms� in the presence

of propagation delays� has been performed by some researchers� such as R� Johari et al�� in

Cambridge� In the current paper� the stability conditions of a second�order Jacobi method in the

presence of propagation delays� with the simplifying premise of equality between all the users�

propagation delays� is derived mathematically� Simulation results show that even in the general

case of di�erent propagation delays� stability is maintained�

INTRODUCTION

Real store�and�forward networks are composed of a
number of users sending their data packets through
some links� Actually� network links have some non�
negligible propagation delays� which can become im�
portant as the scale of the network grows� Propagation
delay is the physical delay� which is generated due to
the �nite speed of electromagnetic or electrical waves
propagated through some medias such as �ber optic
or microwave links� Usually� such propagation delays
in the large scale networks become more important
than queuing delays� which are due to packet waiting
time in network switches or routers� Designing rate
allocation strategies that remain stable and robust
under propagation delays is a challenging problem�
Chong et al� in ����� analyzed the equilibrium and
stability of their �rst order rate�based 	ow control
algorithm in ATM networks for a single bottleneck
link� through which a number of users with di
er�
ent propagation delays send their tra�c� Johari et
al� in ��� have analyzed the stability property of
Kelly
s �rst�order delay�di
erence proportionally�fair
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rate allocation algorithm ���� under some simplify�
ing premises� Massouli�e et al� have analyzed the
stability property of Kelly
s rate allocation algorithm
under the general case of arbitrary propagation delays
for connections ���� In ��� Altman et al� have
designed a stable congestion controller for a single
bottleneck link under their so�called action delays and
with the notion of certainly�equivalent controllers� In
the work of Johari and Massouli�e� the packet�level
queuing behavior at the resources is not important and�
instead� a deterministic 	uid�	ow approximation is
considered� In their approach� a quasi static viewpoint
of network congestion control is adopted ��� and all
of the users
 rates are average� which are averaged
through� for example� ten or one hundred round trip
times�

In this paper� the same approach as Johari et
al� and Massouli�e et al� is followed and it is assumed
that the network tra�c can adapt itself to the network
conditions� In another words� the term �elastic
 has
been used for the tra�c� as introduced by S� Shenker
in ��� and used in Kelly
s paper ���� Examples of such
tra�c types are TCP tra�c in the current Internet and
ABR tra�c in the ATM networks�

In the current paper� to improve the convergence
rate of Kelly
s conventional proportionally�fair rate al�
location algorithm� the Jacobi method is incorporated
in Kelly
s algorithm� In the presence of propagation de�
lays� the local stability of the rate allocation algorithm
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has been analyzed� The proposed algorithm has been
compared with Kelly
s algorithm using simulation�

The paper is organized as follows� In the following
section some related works� specially the work of F�
Kelly et al� ��� and R� Johari et al� ��� are reviewed
in detail� Then� the stability analysis of the proposed
second�order algorithm is described� After that� the
simulation results are presented followed by the sum�
mary and conclusion�

RELATED WORKS

Problem Formulation

Consider a network with a set� J � of resources or
links and a set� R� of users and let Cj denote the
�nite capacity of link j � J � Each user� r� has a
�xed route� Rr� which is a nonempty subset of J �
Also� de�ne a zero�one matrix� A� where Arj � � if
link �j
 is in the user� r
s� route� Rr� and Arj � �
otherwise� When the allocated rate to the user� r� is
xr � user� r� receives utility� Ur�xr�� The utility� Ur�xr��
is an increasing� strictly concave and continuously
di
erentiable function of xr over the range xr � ��
Furthermore� assume that the utilities are additive� so
that the aggregate utility of rate allocation � � �xr � r �
R� is� �r�RUr�xr�� This is a reasonable assumption�
since these utilities are those of independent network
users� Assume that user utilities are logarithmic�
then Kelly
s formulation of the proportionally�fair rate
allocation would be�

xr�n� ���

�
xr�n��kr �

�
�r � xr�n� �

X
j�Rr

�j �n�
���

�
���

where�

�j �n� � pj

�
� X
s�j�Rs

xs�n�

�
A � fxg� � max��� x�� ���

Parameter �kr
 controls the speed of convergence in
Equation �� pj�y� is the amount that link �j
 penalizes
its aggregate tra�c� y� and is a non�negative� continu�
ous increasing function of its argument� If one de�nes�

�r�n� �
X
j�Rr

�j �n��

then� given �r � user� r� selects an amount that it is
willing to pay per unit time� �r� and receives a rate
xr � �r��r�

One of the interpretations is that using Equa�
tion �� the system tries to equalize �r with xr�n��P

j�Rr
�j �n� by adjusting the xr�n� value� Systems in

Equations � and � show that the unique equilibrium�

x�r � is the solution of the following equation�

�r � x�r �
X
j�Rr

pj

�
� X
s�j�Rs

x�s

�
A � r � R� ���

Propagation Delays

As R� Johari et al� have shown in ���� in the presence
of propagation delays and neglecting queuing delays�
Equation � changes to the following delay�di
erence ���
equation�

xr�n� �� � xr�n� � kr �
�
�r � xr�n�Dr�

�
X

j�Rr

�j �n� d��j� r��
�
� r � R� ���

where�

�j �n� � pj

� X
s�j�Rs

xs �n� d��j� s��
�
� j � J�

d��j� s� is the forward delay from the user� s� to link� j�
and d��j� r� is the reverse delay from link� j� to user� r�
Let Dr be the propagation delay of user� r� then� one
can write�

d��j� r� � d��j� r� � Dr� �j � r�

If one assumes thatDr � D� �r � R for all users� Johari
has shown that a su�cient condition for the local
stability of the rate allocation algorithm �Equation ���
for each r� would be ����

kr �

�X
j�Rr

pj

�
� X
s�j�Rs

xs

�
A�

X
j�Rr

��
� X
s�j�Rs

xs

�
A

�

	
p�j

� X
s�j�Rs

xs

�
��
� � sin

	
	

���D � ��



� ���

where �r� kr� pj��� and p�j��� are non�negative and the
sign ��� in p�j��� represents the derivative with respect
to the xr �

In the following section� a similar condition has
been proposed for the second�order Jacobi iteration�

SECOND�ORDER ALGORITHM AND

STABILITY

In �������� the Jacobi method has been applied to
Kelly
s rate allocation algorithm ��� �which is based
on the gradient ascent method� and the stability of the
resulting second�order method is analyzed� in hierarchi�
cal form� However� in the current paper the stability
of the second�order algorithm has been analyzed in the
presence of propagation delays�
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The rate allocation algorithm� in the case of
using the Jacobi method ���� and in the presence of
propagation delays� would be�

xr�n� �� � xr �n� � kr

�

�
�r � xr�n�Dr� �

P
j�Rr

�j �n� d��j� r��
�

P
j�Rr

�j �n�d��j�r���xr �n�Dr��
P

j�Rr
��j �n�d��j�r��

�

r � R� ���

where�

�j �n� � pj

� X
s�j�Rs

xs�n� d��j� s��
�
�

��j �n� � p�j

� X
s�j�Rs

xs�n� d��j� s��
�
� j � J�

By linearization around the equilibrium point �xr�n� �

xr � k
�
�
r x

�
�
r yr�n�� r � R� ���� one can write �r � R�

yr�n � �� � yr �n��

yr�n�Dr �kr�rx
��
r �

P
j�J

P
s�R

Ajrk

�
�
r x

�
�
r Ajsk

�
�
s x

�
�
s p�jys�n�d��j�s��d��j�r��

P
j�Rr

�j�xr �
P
j�Rr

��
j

�

���

where� in the denominator of the above relation� it is
assumed that yr�n� is negligible in comparison with xr �
From now on� sometimes for simplicity of notation�
the pj�

P
s�j�Rs

xs�� p
�
j�
P

s�j�Rs
xs�� �j�

P
s�j�Rs

xs��
and ��j�

P
s�j�Rs

xs� is represented by pj � p
�
j � �j and ��j �

respectively�

Theorem

With the simplifying condition� Dr � D� �r � R�
the su�cient condition for the local stability of the
proposed Jacobi iteration �Equation �� can be written
as�

kr�

P
j�Rr

pj

� P
s�j�Rs

xs

�
�
P
j�Rr

�� P
s�j�Rs
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�
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P
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�
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P
j�Rr

p�j

� P
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�

� � sin
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� r � R�

���

Proof

Consider Equation �� suppose that a vector 
 �
�
r� r � R� exists� such that Equation � has solutions
in the form y�n� � 
��n �see Appendix�� Local stability

is resulted if one can conclude that all normal modes�
�� satisfy j�j � ��

By substituting the solution y�n� � 
��n in
Equation �� one has for each r � R�

�r�
n��

� �r�
n

�

kr�rx
��
r �r�

n�Dr�
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�
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�
�
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�
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�
s p

�
j
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�
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�

���

By canceling �n� multiplying by �Dr and the de�nition
of Dr� one has for each r � R�

�r

�
�
Dr��

� �
Dr

�

�

kr�rx
��
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In matrix form� Relation �� can be rewritten as�

�diag��Dr�� � �Dr � r � R� � ��� � �K�X��

�K
�
�X

�
�A
�
���


T
P �A���X

�
�K

�
� ��
 � ��

����

where�

A��� � �Ajr�
�d��j�r�� j � J� r � R��

X � diag�xr � r � R��

� � diag��r� r � R��

K � diag�kr� r � R��

P � � diag�p�j � j � J��

y � �yr� r � R��

and also�

� �M � I� M � � �X�� �X
�
�ATP �AX

�
� �

Assume that A � �aij �� B � �bij �� then� operator � is
the point�wise product of its two matrix operands and
is de�ned as follows�

C � A�B � cij � aij �bij � �i� j� ����

Equation �� has solution� i
 one has�

det�diag
�
�Dr�� � �Dr � r � R



� ��� � �K�X��

�K
�
�X

�
�A
�
���


T
P �A���X

�
�K

�
� �� � �� ����

If all roots of Equation �� have absolute value less than
unity� then� the system in Equation � is asymptotically
stable�
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As in ���� one de�nes the LHS of Equation �� to
be p���K�� The following de�nition is also made�

C���K� � ��� �
�
K�X��

�K
�
�X

�
�A
�
���


T
P �A���X

�
�K

�
�

�
� ����

The proof is completed in � steps �for detailed proof of
each step� the interested reader can refer to �����

Step �

If � � a � � sin
�

�
���D���

�
then� no roots of �D�� �

�D � a � � have absolute value equal to unity ����

Step �

The maximum absolute value of roots � of p���K� � �
is continuous in K ����

Step �

For any K satisfying the hypotheses of the theorem�
p���K� � � has no roots of absolute value equal to
unity� because if there exists � � ei�� � � � � �	�
then� since �rx

��
r �

P
j�R Ajrpj � the hypotheses of

the theorem yields�������r �
�
kr�rx

��
r �

X
j�J

Ajrkrxrp
�
j

����

�
X
s��r

����kr���r

X
j�J

Ajr�
d��j�r�Ajs�

�d��j�s�xsp
�
j

����

�kr�
��
r

�X
j�R

Ajrpj�
X
s�R

X
j�J

���AjrAjs�
d��j�r��d��j�s�xsp

�
j

���
�

� kr�
��
r

�X
j�Rr

pj �
X
j�Rr

X
s�j�Rs

xsp
�
j

�

� � sin
� 	

���D � ��

�
� r � R� ����

The �rst line of Equation �� is the absolute row
sum of the row �r
 of the matrix K�����X�� �
A�����TP �A���X�� Since the spectral radius of any
square matrix is bounded by its maximum absolute row
sum �jj�jj� by de�nition� ����� one has the bound�
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T
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�
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�
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�
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T
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� � sin
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� ����

where 
 ��� is the spectral radius operator�
Equation �� reveals that the spectral radius of

C���K� is bounded� If� by the theorem assumption�
Dr � D� then the characteristic Equation �� can be
written more simply as�

det
��
�D�� � �D



I � C���K�



� �� ����

The eigenvalues of the matrix
�
�D�� � �D



I�C���K�

are equal to the eigenvalues of the matrix C���K� plus
�D����D� Also� a matrix is singular i
 at least one of
its eigenvalues is equal to zero ����� From Equation ��
and the mentioned facts one concludes that at least for
one r � R�

�D�� � �D � �r � �� ����

where �r is an eigenvalue of the matrix C���K��
From the bound in Equation �� and Step �� it

can be concluded that Equation �� is a contradiction�
Thus� p���K� � � has no roots of absolute value equal
to unity�

Step �

There exists a K satisfying the hypotheses of the
theorem� such that all roots � of p���K� have absolute
value less than unity�

For convenience� one assumes that R �
f�� �� � � � � Ng� De�ne Rn � f�� �� � � � � ng� One may
denote by pn���K� � �� the characteristic equation
de�ned by the subnetwork of routes in Rn� mathe�
matically� this corresponds to replacing C���K� with
the submatrix C���K� � ��C���K��rs� r� s � Rn� in
Equation ��� The result is proven� inductively� on �n
�

Case n � �

In this case� Equation � can be written simply in the
following form�

x�n����x�n��k �
�� � x�n�D� � p�n�D��

p�n�D��x�n�D��p��n�D�
� ����

By linearization� Equation �� reduces to�

y�n� �� � y�n�� k � y�n�D�� ����

Its characteristic equation is equal to�

�D�� � �D � k � �� ����

If �k
 is selected such that it satis�es Inequality ��� it is
proven in ��� that the system in Equation �� is asymp�
totically locally stable and all roots of Equation �� have
absolute value less than unity�

k � � sin

	
	

� ��D � ��



� ����



�� P� Goudarzi� F� Sheikholeslam and H� Saidi

In ���� the authors inductively assume that there exist
parameters k�� k�� � � � � kn��� such that all roots� �� of
pn�����K� � � have absolute value less than unity
and� by the Implicit Function Theorem ����� they show
that all of the roots of the equation� pn���K� � �� have
absolute value less than unity�

If one takes n � N � then� pn � p and� thus� one
can �nd a vector K� � �k�� k�� � � � � kN � satisfying the
hypotheses of the theorem� such that all of the roots of
p���K� � � have absolute value less than unity�

Step �

Suppose that for some K satisfying the hypotheses
of the theorem� p���K� � � has a root of absolute
value greater than unity� Consider the path K�t� �
tK����� t�K� for � � t � �� All roots of p���K���� �
� have absolute value less than unity by Step �� so
by Step � �continuity of maximum absolute value of
roots�� there exists �t
� such that p���K�t�� � � has
a root ��
 of absolute value unity� But� since K�t�
satis�es the hypotheses of the theorem �both K� and
K satisfy the hypotheses of the theorem as does any
convex combination�� this is a contradiction to Step ��

So� one concludes that no suchK exists� i�e� for all
K satisfying the hypotheses of the theorem� p���K� �
� has all roots of absolute value less than unity��

With assumption � � �� from Equation �� and
the de�nition of jj�jj�� one can conclude that�����������K �

�
� �X�� �ATP �AX


������
�

� � sin

	
	

���D � ��



� ����

If one de�nes � � ��� �K �M � one has�

trace��� �

jRjX
r��

kr� ����

where the operator j�j is the cardinality operator and
represents the number of the elements of its argument
set� � is a positive matrix�

As spectral radius of any square matrix is
bounded by its maximum absolute row sum ����� from
Inequality ��� it is clear that�



�
��� �K �

�
� �X�� �ATP �AX


�
� 
���

� �max��� � � sin

	
	

���D� ��



� ����

From Equation ��� one can write�

jRjX
r��

�r � �jRj sin

	
	

���D � ��



� ����

On the other hand� from Equation ���

jRjX
r��

�r � trace��� �

jRjX
r��

kr� ����

From Relations �� and ��� one has�

jRjX
r��

kr � �jRj sin

	
	

���D � ��



� ����

If one assumes� kr � k� �r � R� then�

k � � � sin

	
	

���D� ��



� ����

An important interpretation of Relations �� and �� is
lack of dependency of the stability condition to the
equilibrium �x
 vector� in contrast with Relation �� For
example� in the special case of D � �� one has�

k � ��

So� network users can select their con�dent �k
 param�
eter� independent of the network condition� Also� if�
in Equation ��� users can estimate their propagation
delay� D� using any end�to�end protocol� they can
select their appropriate �k
 based on Inequality �� in
a distributed manner�

Although� the conditions have been simpli�ed by
this assumption that all network users have the same
propagation delays� in the general case of di
erent
propagation delays� the algorithm has been simulated
and the simulation results justify the author
s claims�
even in a general network�

SIMULATION RESULTS

In the current section� a similar approach has been
adopted to that of Walrand ���� and Ba sar ����� for
simulating the rates allocated to the users with di
erent
propagation delays� An OPNET discrete�event simu�
lator is used for simulation purposes� The simulated
network� which is depicted in Figure �� is composed
of �� elastic users and �� unidirectional links� Gray
nodes are the network
s backbone boundary� All links

propagation delays are set to � ms� It has been assumed
that sources have data for sending at all times �greedy
sources�� All links
 bu
er sizes are set to ��� packets
and so loss occurs in the network�

The go back nmethod has been used for resending
the packets that are double acknowledged� The links

scheduling discipline is FIFO� As in TCP� the Slow�
Start method is used for initializing the rate allocation�

Receivers
 window sizes are set to unity and
sender window size� in the Kelly and Jacobi method� is
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Figure �� Simulated network topology with �� users and �� links�

updated according to Relations �� and ��� respectively�

cwndr�n� �� �

�
cwndr�n� � kr �RTTr�n�

�

	
�r �

cwndr�n�

RTTr�n�
� dr�n�


��

� ����

CWNDr�n� �� �

�
CWNDr�n� �Kr �RTTr�n�

�

�
�r �

CWNDr�n� ��

RTTr�n�
� dr�n�

�

�
h����r � RTTr�n�

CWNDr�n�
�

CWNDr�n�

RTTr�n�

� �dr�n�� dr�n� ���
���i
��

� ����

where�

dr�n� � RTTr�n�� dr� ����

dr is the user �r
 propagation delay and its round trip
time is RTTr� Here� kr � Kr � ������ has been used�

The simulation results for users in Figure � are
depicted in Figures � to �� In these �gures� the
Jacobi method has been compared with Kelly
s method
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Figure �� Rate allocated to user �� in di�erent methods�

Figure �� Rate allocated to user 		 in di�erent methods�

Figure �� Rate allocated to user �� in di�erent methods�

Figure �� Rate allocated to user �� in di�erent methods�

and TCP� It can be veri�ed that despite stability� the
Jacobi method outperforms that of the Kelly method
in convergence speed�

On the other hand� another outstanding feature
of the second�order rate allocation strategy is that the
user rates in the Jacobi and Kelly methods have less
	uctuation with respect to TCP� Also� the rate alloca�
tion is TCP�friendly because none of the allocated rates
in the Jacobi or Kelly methods are greater than their
corresponding TCP rate allocation� The link capacities
in the backbone are considered to be ��� KBps and
other link capacities are considered much higher and
are equal to �� MBps�

As Equations �� and �� use only the RTT and
propagation delay of the connection� they can be
implemented in an end�to�end manner� even in the
current Internet�

CONCLUSON

In this paper� a second�order technique has been
proposed� which allocates proportionally�fair rates to
network users� The convergence speed of the proposed
algorithm is improved by using a high�speed algorithm
�such as the Jacobi or approximate Newton method��
The stability property of the proposed method� in
the presence of propagation delays� is proved under
certain limiting conditions� The stability property of
the proposed method� in general� has been veri�ed
using simulation�
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APPENDIX

By using a similar approach to that of Kelly ����
Equation � can be written in its matrix form as�

�
BBB�

y�n� ��
y�n�
���

y�n� !D � ��

�
CCCA � T

�
BBB�

y�n�
y�n� ��

���

y�n� !D�

�
CCCA � �A��

where� !D � maxj�r�sfd��j� r� � d��j� s�g� y�n� �
�yr�n�� r � R� and� with the simplifying condition�
Dr � D� �r � R� matrix T is de�ned as follows�

T �

�
�����������������

I����L��� ����L��� � � � ����
�
K�X���L�D�



I � �
� I �

� �
� � �

I
� � �

�
� � �

�
� � � � � �

� � � ����L� !D��� ����L� !D�
� �

� �

� �

� �

� � � I �

�
�����������������

� �A��

where the parameters �� ��K and X have been de�
�ned previously and the jRj 	 jRj matrices �L�d�� d �
�� �� � � � � !D� are de�ned as follows�

�L�d��rs �
X
j�J

p�jAjrAjsk
�
�
r k

�
�
s x

�
�
r x

�
�
s I

�d��j� r� � d��j� s� � d�� �A��

where I ��� is� in fact� a logical operator that returns the
value � if its argument is a true statement� otherwise
it returns the value ��

If one de�nes�

Y �n� �
�
y�n� y�n� �� � � � y�n� !D�


T
� �A��

It can be seen that by replacing matrix T from
Relation A� into Equation A�� Equation � can be
obtained� From the above de�nition� Equation A� can
be rewritten in the following form�

Y �n� � TnY ���� �A��

One can simply verify that the following can be a
solution vector for the linear Equation A��

Y �n� � !
��n� �A��



�� P� Goudarzi� F� Sheikholeslam and H� Saidi

In linear algebra� it has been proved that !
 is an
arbitrary eigenvector of the matrix Tn �and also T�
and �n is its associated eigenvalue of both matrices�

From the condition in Inequality � and assuming
Equation A� for the solution vector� it has been
concluded� by the proposed theorem� that all of the
parameters� �� that satisfy Equation A� have an
absolute value that is less than unity� Thus� matrices
T and Tn have not any eigenvalue with absolute value
greater or equal to unity�

Now� assume that there exists an arbitrary solu�

tion vector Yi�n� for the linear system �Equation A���

Yi�n� � TnYi���� �i� �A��

As mentioned in the proposed theorem� matrix Tn has
not any eigenvalue with absolute value greater than� or
equal to� unity� Thus� the solution Yi�n� in Equation A�
converges to � as �n
 goes to in�nity� So� selecting the
special form �Equation A�� for the solution has not
any in	uence on the generality of the problem and is
reasonable�


