Comparison of artificial neural network and coupled simulated annealing based least square support vector regression models for prediction of compressive strength of high-performance concrete
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Abstract. High-Performance Concrete (HPC) is a complex composite material with highly nonlinear mechanical behavior. Concrete compressive strength, as one of the most essential qualities of concrete, is also a highly nonlinear function of ingredients. In this paper, Least Square Support Vector Regression (LSSVR) model based on Coupled Simulated Annealing (CSA) has been successfully used to find the nonlinear relationship between the concrete compressive strength and eight input factors (the cement, the blast furnace slags, the fly ashes, the water, the superplasticizer, the coarse aggregates, the fine aggregates, age of testing). To evaluate the performance of the CSA-LSSVR model, the results of the hybrid model were compared with those obtained by Artificial Neural Network (ANN) model. A comparison study is made using the coefficient of determination $R^2$ and Root Mean Squared Error (RMSE) as evaluation criteria. The accuracy, the computational time, the advantages and shortcomings of these modeling methods are also discussed. The training and testing results have shown that ANNs and CSA-LSSVR models have strong potential for predicting the compressive strength of HPC.
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1. Introduction

High-performance concrete is a construction material characterized by high workability, high strength, and high durability. The American Concrete Institute (ACI) defines HPC as concrete meeting special combination of performance and uniformity requirements that cannot always be achieved routinely using conventional constituents and normal mixing, placing, and
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curing practices [1]. The conventional concrete is a mixture of water, Portland cement, fine aggregate, and coarse aggregate, while HPC employs fly ash, blast furnace slag, and silica fume as mineral admixtures, and superplasticizer as chemical admixture [2,3]. The use of mineral admixtures as partial cement replacement improves the properties of concrete by acting as fine fillers and pozzolanic materials [2]. On the other hand, the chemical admixture improves the compressive strength of HPC by reducing the water content and the level of porosity within the hydrated cement paste [3,4].

The compressive strength is a major mechanical property and probably the most essential quality of
concrete which is generally obtained by measuring the concrete specimen after a standard curing of 28 days [5], but waiting 28 days to get the 28-day compressing strength is time-consuming and uncommon. Therefore, designing a prediction model to obtain an early determination of compressive strength has gained a lot of attention.

For conventional concrete, the linear and nonlinear regression models can be used to predict the values of compressive strength, but for HPC as the number of input factor increases, the relationship between the input factors and the compressive strength becomes highly nonlinear and complex. Hence, the regression models are not suitable for predicting the values of compressive strength of HPC [6]. Therefore, more attention has been paid to models based on artificial intelligence. Yeh [7] proposed a novel neural network architecture and examined its efficiency and accuracy in modeling the compressive strength of concrete. Prasad et al. [8] used an ANN to predict the 28-day compressive strength of a normal and high strength Self-Compacting Concrete (SCC) and HPC with high volume fly ash. Sobhani et al. [9] proposed several regression models, Adaptive Neuro Fuzzy Inference System (ANFIS), and ANN model to predict the 28-day compressive strength of no-slump concrete. They showed that the neural network and ANFIS models can predict the compressive strength with satisfactory performance, but the regression models fail to be reliable. Alshibli et al.[10] investigated the use of Back-Propagation (BP) and Cascade Correlation (CC) neural networks for predicting the compressive strength of Light Weight Concrete (LWC). The findings of their study indicated that the neural network models are sufficient tools for predicting the compressive strength of LWC. Topcu and Sardemir [11] developed ANN and fuzzy logic models for predicting 7, 28, and 90 days compressive strength of concretes containing high-lime and low-lime fly ashes. Their conclusions have shown that ANN and fuzzy logic models are practical models for predicting the compressive strength of concrete. Cheng et al. [6] proposed an artificial intelligence hybrid system to predict the HPC compressive strength by fusing the fuzzy logic, weighted Support Vector Machines (SVMs), and fast messy genetic algorithm into Evolutionary Fuzzy Support Vector Machine Inference Model for Time Series Data (EFSIMT). Their validation results indicated that EFSIMT method achieves higher performance goal in comparison with SVMs. They also concluded that in comparison with ANN and EFSIMT, the SVMs have the least satisfactory result.

The aim of this study is to improve the accuracy of SVM model in predicting the compressive strength of HPC. In spite of SVM’s many advantages, the theory of SVM only covers the determination of the parameters for a given value of the regularization and kernel parameters and choice of kernel. The existing SVM methods also have high algorithmic complexity and extensive memory requirements. In this paper, the LSSVR model, a variation of Support Vector Regression (SVR) model with lower computational cost, has been proposed. However, similar to SVR, the effectiveness of the LSSVR model depends on the appropriate regularization and kernel parameter settings which can be identified as an optimization problem. In this work, the CSA [12], as a global optimization method, has been used for determining the tuning parameters of LSSVR model. The proposed model is constructed, trained, tested, and validated by applying the HPC experimental data originally generated by Yeh [13]. It is shown that in comparison with ANN, in terms of accuracy, the proposed CSA-LSSVR method achieves comparable results.

2. Data collection

The experimental datasets were obtained from University of California, Irvine (UCI) database, provided by Professor Yeh [13]. The dataset is consisted of 1030 samples, each containing 8 components for input vector and one output value (compressive strength). To build and evaluate the model, we used random sampling and generated 4 datasets and named them Experiment 1, Experiment 2, Experiment 3, and Experiment 4. Each generated dataset was divided into two categories. 800 samples were used for training and 230 samples were used to evaluate the ANN and CSA-LSSVR models. Table 1 shows the experimental data used in this study. Table 2 presents the range of inputs and outputs.

3. Artificial neural network model

ANNs are computational models which were developed to mimic the biological neural networks. ANNs have been used by many researchers for a variety of different applications [14,15]. In civil engineering, the ANNs have been applied to damage detection of bridge structures [16], modeling the mechanical behavior of materials [17], active control of structures [18], optimal monitoring network of ground water [19], and concrete mix proportion design [20]. An artificial neuron is consisted of 5 major units: inputs, weights, sum function, activation function, and outputs. The inputs to the network are represented by \( \mathbf{x} = (x_0, x_1, \ldots, x_n) \) where \( x_0 \) is a constant. Each input is multiplied by a connection weight. The weights are represented by \( \mathbf{w} = (w_0, w_1, \ldots, w_n) \). The weighted sum of inputs is calculated as follows:

\[
(\text{net})_j = \sum_{i=0}^{n} w_{ij}x_i, \tag{1}
\]
where \((\text{net}_j)\) is the weighted sum of \(j\)th node, \(n\) is the number of neurons in the preceding layer, \(w_{ij}\) is the weight between this neuron and the \(i\)th neuron in the preceding layer, and \(x_i\) is the output of \(i\)th neuron in the preceding layer. Afterward, the weighted summation is fed through an activation function to generate the output. The most common activation functions are hyperbolic tangent sigmoid, sigmoid, and linear functions. When the activation function of hidden layer neurons is nonlinear, then the artificial neural network can be proven to be a universal function approximator [21]. By selecting the hyperbolic tangent sigmoid as the activation function of hidden layer neurons, the output of \(j\)th neuron can be written as:

\[
(\text{out})_j = \frac{2}{1 + e^{-(\text{net}_j)}} - 1. \tag{2}
\]

In this work, ANN is used for non-parametric nonlinear regression. Therefore, the linear function is selected as the activation function of the output layer neurons.

### 3.1. Training of artificial neural networks

An ANN is composed of many artificial neurons which are linked together via network of weights and biases \((\mathbf{w}, \mathbf{b})\), carrying the output of one neuron as input to another neuron. The training procedure of ANN is consisted of finding the optimum values of these weights and biases. One of the most successful algorithms used for training a multilayer perceptron (MLP) neural network is back-propagation algorithm. This method calculates the error between the network outputs and desired targets and propagates back to the network through a learning mechanism. As a result, the weights and biases (thresholds) are updated until the network reaches a predefined performance goal. In this work, Levenberg-Marquardt Back-Propagation (LMBP) algorithm is selected as the training function instead of commonly used standard BP methods for its robustness in computing process to update weights and biases [22]. LMBP is often the fastest available BP algorithm, and is highly recommended as the first-choice supervised algorithm, although it requires more memory than other algorithms. The main problem of neural network in training stage is the existence of many local minima. Back-propagation based methods frequently find suboptimal solutions being trapped in local minima. On the other hand, the back-propagation algorithm can lead to a model which overfits the training data. To overcome these problems, the training data are divided into training and validation subsets. The training subset is used to train the neural network with different initial weights, while validation subset is used to stop the network from getting overtrained. To stop the ANN from getting overtrained, the model with the lowest RMSE on validation dataset is selected as the appropriate one. The number of hidden layer neurons is estimated by the trial and error procedure, and number of neurons in input layer is equal to the number of input variables.

In this work, to model the concrete compressive strength, an MLP neural network based on back-propagation algorithm is used (Figure 1). The MLP

<table>
<thead>
<tr>
<th>Number</th>
<th>Cement (kg/m³)</th>
<th>BFS (kg/m³)</th>
<th>Fly ash (kg/m³)</th>
<th>Water (kg/m³)</th>
<th>SP (kg/m³)</th>
<th>CA (kg/m³)</th>
<th>FA (kg/m³)</th>
<th>Age (day)</th>
<th>Output (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>540</td>
<td>0</td>
<td>0</td>
<td>162</td>
<td>2.5</td>
<td>1010</td>
<td>676</td>
<td>28</td>
<td>79.99</td>
</tr>
<tr>
<td>2</td>
<td>540</td>
<td>0</td>
<td>0</td>
<td>162</td>
<td>2.5</td>
<td>1055</td>
<td>676</td>
<td>28</td>
<td>61.89</td>
</tr>
<tr>
<td>3</td>
<td>332.5</td>
<td>142.5</td>
<td>0</td>
<td>228</td>
<td>0</td>
<td>932</td>
<td>594</td>
<td>270</td>
<td>40.27</td>
</tr>
<tr>
<td>4</td>
<td>332.5</td>
<td>142.5</td>
<td>0</td>
<td>228</td>
<td>0</td>
<td>932</td>
<td>594</td>
<td>365</td>
<td>41.05</td>
</tr>
<tr>
<td>5</td>
<td>198.6</td>
<td>132.4</td>
<td>0</td>
<td>192</td>
<td>0</td>
<td>978.4</td>
<td>825.5</td>
<td>360</td>
<td>44.30</td>
</tr>
<tr>
<td>1030</td>
<td>260.9</td>
<td>100.5</td>
<td>78.3</td>
<td>200.6</td>
<td>8.6</td>
<td>864.5</td>
<td>761.5</td>
<td>28</td>
<td>32.4</td>
</tr>
</tbody>
</table>

*Note: BFS: Blast Furnace Sag; CA: Coarse Aggregate; SP: superplasticizer; FA: Fine Aggregate; CSC: Compressive Strength of concrete.*

<table>
<thead>
<tr>
<th>Range</th>
<th>Cement (kg/m³)</th>
<th>BFS (kg/m³)</th>
<th>Fly ash (kg/m³)</th>
<th>Water (kg/m³)</th>
<th>SP (kg/m³)</th>
<th>CA (kg/m³)</th>
<th>FA (kg/m³)</th>
<th>Age (day)</th>
<th>Output (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min</td>
<td>102</td>
<td>0</td>
<td>0</td>
<td>121.8</td>
<td>0</td>
<td>801</td>
<td>594</td>
<td>1</td>
<td>2.33</td>
</tr>
<tr>
<td>Max</td>
<td>540</td>
<td>359.4</td>
<td>200.1</td>
<td>247</td>
<td>32.2</td>
<td>1115</td>
<td>902.6</td>
<td>365</td>
<td>82.6</td>
</tr>
</tbody>
</table>
Figure 1. A three-layer ANN schematic.

A neural network was created, trained, and implemented using Matlab neural network toolbox. The hyperbolic tangent sigmoid and linear function were selected as the activation functions of hidden layer and output layer, respectively. The structure of the network can be summarized as follows:

- Number of input layer neurons = 8;
- Number of hidden layer = 1;
- Number of hidden layer neurons = 20;
- Number of output neurons = 1;
- Performance goal = 0;
- Minimum gradient = 10^{-6};
- Maximum iterations = 10000.

By increasing the number of weights and biases of ANN, the overfitting occurrence is very much probable, and the training time would increase, while $R^2$ changes would be negligible.

4. Coupled simulated annealing based least square support vector regression model

Support vector machine proposed by Vapnik [23] is a powerful supervised learning method used for nonlinear classification, function approximation, and density estimation. SVM for classification (SVC) is a linear classifier which separates the classes by using hyperplanes. There are many hyperplanes which can separate the data; however, to have high accuracy and generalization on test data, SVC learns the optimal one with the maximized margin and minimized squared error. To separate the non-linearly separable data, SVM projects the data to a higher dimensional space and makes them linearly separable in the new representation. In other words, SVC learns the optimal hyperplane in the new feature space. However, mapping the data usually increases the number of features and computational cost. To overcome this problem, kernel tricks have been suggested. Using the kernel tricks, the mapping does not have to be explicitly computed and the computation with the mapped features remains efficient [24]. Linear kernel, quadratic kernel, polynomial kernel, and Radial Basic Function (RBF) are the most popular kernels for real valued vector inputs.

The goal of SVM for regression (SVR) is to find the linear regression function in higher dimensional space in a way that the estimated function deviates the least from training data, and it is as flat as possible at the same time [25]. Assume that $\{x_i, y_i\}_{i=1,2,...,J}$ are given training data and they are in a linear relation, then the regression function can be defined as:

$$f(x) = w^T x + b \quad \text{with} \quad w, x \in \mathbb{R}^n \quad \& \quad b \in \mathbb{R}. \quad (3)$$

In most cases, the relation between the input and output variables is nonlinear. Hence, the SVR algorithm maps the input data to a higher dimensional space in order to conduct the linear regression. Assume that the mapping $\phi$ takes $x$ of input space and maps it to feature space. Now, the linear regression function in feature space can be written as:

$$f(x) = w^T \phi(x) + b. \quad (4)$$

In epsilon Support Vector Regression ($\varepsilon$-SVR), the goal is to find the function $f(x)$ in a way that the difference between the function value and the actual target, $y_i$, becomes less than $\varepsilon$ for all training data. The problem of finding the regression function can be written as a convex optimization problem with the following constrains:

$$\min \frac{1}{2} \|w\|^2 \begin{cases} y_i - w^T \phi(x_i) - b \leq \varepsilon \\ w^T \phi(x_i) + b - y_i \leq \varepsilon \end{cases} \quad (5)$$

However, the convex optimization may not always be feasible, and $f$ function with $\varepsilon$ precision may not always exist. To solve this problem, we can introduce two slack variables $\xi$ and $\xi^*$ similar to soft margin function. Figure 2 shows the situation graphically. Hence, the
convex optimization problem is reformulated as follows:

\[
\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*) \\
\begin{cases}
y_i - w^T \phi(x_i) - b \leq \varepsilon + \xi_i \\
w^T \phi(x_i) + b - y_i \leq \varepsilon + \xi_i^* \\
\xi_i, \xi_i^* \geq 0
\end{cases}
\]  

(6)

where \( C > 0 \) is the trade-off between smoothness of the function \( f \) and the amount up to which deviations larger than \( \varepsilon \) are tolerated. In spite of SVR’s many advantages, it still remains computationally difficult as the complexity of quadratic (or convex) programming increases with the size of dataset. LSSVR [26] simplifies the formulation by solving the following optimization problem:

\[
\min \frac{1}{2} \|w\|^2 + \frac{\gamma}{2} \sum_{i=1}^{l} e_i^2 \\
such that \ y_i = w^T \phi(x_i) + b + e_i,
\]  

(7)

where \( \gamma \) is the regularization parameter which determines the trade-off between the minimization of training error and smoothness (or flatness) of the function. By using a set of dual variables, the lagrangian function is defined as follows:

\[
L = \frac{1}{2} \|w\|^2 + \frac{\gamma}{2} \sum_{i=1}^{l} e_i^2 \\
- \sum_{i=1}^{l} \alpha_i \left( y_i - w^T \phi(x_i) - b - e_i \right),
\]  

(8)

where \( L \) is the Lagrangian and \( \alpha_i \) is the Lagrange multiplier. To solve the optimization problem, the derivative of the function with respect to primal and dual variables is set as zero. As a result, we have:

\[
\frac{\partial L}{\partial w} = 0 \rightarrow w = \sum_{i=1}^{l} \alpha_i \phi(x_i),
\]  

(9)

\[
\frac{\partial L}{\partial b} = 0 \rightarrow \sum_{i=1}^{l} \alpha_i = 0,
\]  

(10)

\[
\frac{\partial L}{\partial e_i} = 0 \rightarrow \alpha_i = \gamma e_i,
\]  

(11)

\[
\frac{\partial L}{\partial \alpha_i} = 0 \rightarrow w^T \phi(x_i) + b + e_i - y_i = 0.
\]  

(12)

By substituting \( w \) and \( e \) into lagrangian, the following linear system is obtained [27]:

\[
\begin{bmatrix} 0 & 1^T \\
1 & \Omega + \gamma^{-1}I \end{bmatrix} \begin{bmatrix} \alpha \\
y \end{bmatrix} = \begin{bmatrix} 0 \\
y \end{bmatrix},
\]  

(13)

where:

\[
e = [e_1, e_2, \ldots, e_l]^T,
\]

\[
\alpha = [\alpha_1 + \alpha_2, \ldots, \alpha_l]^T,
\]

\[
\Omega = ZZ^T,
\]

\[
Z = [\phi(x_1), \phi(x_2), \ldots, \phi(x_l)]^T,
\]

\[
y = [y_1, y_2, \ldots, y_l]^T,
\]

\[
1 = [1, 1, \ldots, 1]^T.
\]

The kernel trick can now be applied to forming the matrix \( \Omega \) as follows:

\[
\Omega_{ij} = \phi(x_i)^T \phi(x_j) = k(x_i, x_j).
\]  

(14)

The solution of Eq. (13) can be formulated as:

\[
b = \frac{1^T(\Omega + \gamma^{-1}I)^{-1}y}{1^T(\Omega + \gamma^{-1}I)^{-1}1},
\]  

(15)

\[
\alpha = (\Omega + \gamma^{-1}I)^{-1}(y - b1).
\]  

(16)

Using \( b \) and \( \alpha \) obtained from Eqs. (15) and (16) and selecting RBF as the kernel function, the optimal regression function can be written as:

\[
f(x) = \sum_{i=1}^{l} \alpha_i k(x_i, x) + b,
\]  

(17)

\[
k(x_i, x) = \exp \left( -\frac{\|x_i - x\|^2}{2\sigma^2} \right),
\]  

(18)

where \( \sigma^2 \) is called the kernel squared bandwidth. The RBF kernel corresponds to an infinite dimensional function space. In other words, the RBF kernel defines a function space that is a lot larger than that of the linear kernel or the polynomial kernel and is generally more flexible. Model selection in LSSVR is the major problem, because choosing the wrong kernel and regularization parameters can lead to an overfitted model. As a result, the model will have low error rate on training data and high error rate on test data. Hence, to improve the accuracy of LSSVR model, the parameters of the model should be optimized. The parameter optimization in LSSVR model includes the regularization parameter (\( \gamma \)) and kernel squared bandwidth of RBF (\( \sigma^2 \)). Previous researchers suggested
different parameter settings methods for SMVs. Hsu et al. [28] suggested to set the parameters of SVM, herein \(\gamma\) and \(\sigma^2\) to 1 and \(1/k\), respectively, where \(k\) represents the number of input patterns. However, Cheng et al. [6] illustrated that this parameter setting method would result in poor performance. Aiyer et al. [29] determined the parameters of LSSVM by trial and error procedure. Since \(\gamma\) and \(\sigma^2\) can have any positive real values, the trial and error procedure would be very time-consuming and often would not result in the best parameters. In the present work, the CSA optimization method is used to optimize the parameters \(\gamma\) and \(\sigma^2\) of LSSVR model.

4.1. Coupled simulated annealing

CSA is a global optimization method based on Simulated Annealing (SA) which can be used to solve a non-convex optimization problem with continuous variables. The SA algorithm was originally inspired from the annealing process which consists of heating the metal, holding its temperature, and then cooling it. In SA algorithm as analogous to thermodynamic annealing process, the temperature is considered as a variable. While the temperature is high, the algorithm has the ability to jump out of any local optimum and accept solutions which are worse than the current solution. By reducing the temperature, the chance of accepting worst solution decreases. This allows the algorithm to focus on an area of search space in which near-optimum solution can be found. However, the SA algorithm is highly sensitive to the initial temperature and the initial parameters. This prompted the researchers to develop a new global optimization method called CSA, which is consisted of several SA processes with coupled acceptance probabilities. The acceptance probability of a traditional SA algorithm is often given as:

\[
A(x \rightarrow y) = \frac{1}{1 + \exp \left( \frac{E(y) - E(x)}{T_k} \right)},
\]

where \(x\) and \(y\) denote the current and probing solutions, respectively. \(E(\cdot)\) is the cost function and \(T_k\) is the acceptance temperature at time instant \(t\). While the acceptance probability of SA algorithm depends only on the current and probing solutions, the CSA algorithm considers other current solutions coupled together by their cost functions, featuring a new form of acceptance probability function as follows:

\[
A_\Theta(\eta, x_i \rightarrow y_i) = \exp \left( \frac{E(x_i) - \max_{x_i \in \Theta} E(x_i))}{T_k} \right) \frac{1}{\eta},
\]

and:

\[
\eta = \sum_{\forall x \in \Theta} \exp \left( \frac{-E(x) - \max_{x \in \Theta} E(x_i))}{T_k} \right),
\]

where \(\Theta\) is the set of current states, \(\eta\) is the coupling term, \(x_i\) and \(y_i\), \(i=1,2,...,m\), with \(m\) being the number of elements in \(\Theta\), are the current state and the corresponding probing state, respectively. The CSA is able to easily escape from local optima; it improves the quality of solution without slowing down the speed of convergence; above all, it shows an excellent reduction in dependency on initial parameters. More details about the SA and CSA can be found in the paper of Xavier-de-Souza et al. [12]. The flowchart of the CSA-LSSVR model is shown in Figure 3.

In this work, to optimize the parameters of LSSVM based on CSA algorithm, we used a freely available LS-SVMLab v1.8 package [30] which was run in Matlab commercial software. The LS-SVMLab toolbox, first, uses CSA to determine the suitable parameters, then these parameters are given to a second optimization technique (simplex or grid search) to perform a fine-tuning step. Grid search is an exhaustive searching through a manually specified subset of the hyperparameter space of a learning algorithm [31]. To avoid overfitting, a 10-fold cross-validation algorithm is performed in the training process [32]. Note that compared to ANN, the LSSVR model reaches a global minimum due to linear programming (solving a set of linear equations), but the optimization problem to be solved in tuning the kernel and regularization parameters is generally non-convex and may have a local minima.

5. Results and discussion

This section discusses the application of ANN and CSA-LSSVR in modeling the Compressive Strength of Concrete (CSC) with the following eight factors:

1. Cement (kg/m³);
2. Blast furnace slag (kg/m³);
3. Fly ash (kg/m³);
4. Water (kg/m³);
5. Superplasticizer (kg/m³);
6. Coarse aggregate (kg/m³);
7. Fine aggregate (kg/m³);
8. Age (day).

RMSE and R-squared coefficient are selected as criteria to evaluate and compare the performance of ANN and CSA-LSSVR models. RMSE is used as a measure of differences between the values predicted by the model and the values observed in the lab. R-squared is a measure of how well the independent variables considered account for the measured dependent variable [13]. The higher the \(R^2\) value, the better
the prediction relationship. These two criteria are calculated as follows:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2},
\]  

\[
R^2 = \left[ \frac{N \sum_{i=1}^{N} (y_i)^2 - \left( \sum_{i=1}^{N} y_i \right)^2}{N \sum_{i=1}^{N} (\hat{y}_i)^2 - \left( \sum_{i=1}^{N} \hat{y}_i \right)^2} \right]^2,
\]

where \( y_i \) is the observed output, \( \hat{y}_i \) is the model output, and \( N \) is the number of data points. To model the concrete strength, first, an MLP neural network has been trained using the train and validation datasets. During the training of ANN, the validation error begins to rise as the training error continues to fall. In this stage, the training stops and the weights and biases at the minimum validation error are selected as the optimum parameters. The primary drawback of ANN is the considerable time needed to determine the number of hidden neurons, which requires repetitive trial and error-tuning processes. The first disadvantage of ANN is the considerable time needed to determine the number of hidden neurons which requires repetitive trial and error-tuning processes and is the primary drawback of ANN. The second disadvantage of an MLP neural network based on back-propagation algorithm is that with different initial weights, it gets trapped in different local minima. To solve this issue, we trained the network with 10 different initial weights and biases and selected the model with least RMSE on validation dataset.

In comparison to ANN, the advantage of the presented hybrid model is the absence of local minima in optimizing the parameters \( w \) and \( b \) of regression function. Also, the presented hybrid model features a CSA-based approach which optimizes the combination of \( \gamma \) and \( \sigma^2 \) by the use of CSA and grid search optimization method. Solving the non-convex optimization problem of tuning the regularization and kernel parameters with CSA algorithm gives the presented model
enormous computational advantage over other existing SVM methods. A 10-fold cross-validation method was used to select the parameters with best cross-validation accuracy. One fold was retained as the validation data, while the remaining 9 folds were used as training data. For dataset of Experiment 3, the parameters are selected as $\gamma = 23.88$ and $\sigma^2 = 6.8$. The performance of ANN and CSA-LSSVR in modeling the concrete compressive strength is compared in Tables 3 and 4.

Figures 4 and 5 illustrate the scatter diagram of ANN and CSA-LSSVR models in predicting the values of Experiment 3. The results presented in Tables 3 and 4 show that neural network models are supported better by the experimental data than the regression analysis based on LSSVM which is similar to results of Chou et al. [33]. Hence, the ANN of MLP type can model the nonlinear behavior of concrete compressive strength with slightly better accuracy. Computational time on a 2.4 GHz core i5 processor with 8 GB RAM using Matlab, for training and implementation of CSA-

### Table 3. Root mean squared error of ANN and CSA-LSSVR models.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>MLP</th>
<th>CSA-LSSVR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE of training dataset &amp; RMSE of test dataset</td>
<td>RMSE of training dataset &amp; RMSE of test dataset</td>
</tr>
<tr>
<td>1</td>
<td>2.95 &amp; 5.32</td>
<td>3.16 &amp; 5.57</td>
</tr>
<tr>
<td>2</td>
<td>3.46 &amp; 6.17</td>
<td>2.97 &amp; 6.23</td>
</tr>
<tr>
<td>3</td>
<td>3.46 &amp; 4.73</td>
<td>3.64 &amp; 4.89</td>
</tr>
<tr>
<td>4</td>
<td>3.26 &amp; 5.69</td>
<td>3.06 &amp; 6.27</td>
</tr>
</tbody>
</table>

### Table 4. The coefficient of determination $R^2$ of ANN and CSA-LSSVR models.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>MLP</th>
<th>CSA-LSSVR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$ of training dataset &amp; $R^2$ of test dataset</td>
<td>$R^2$ of training dataset &amp; $R^2$ of test dataset</td>
</tr>
<tr>
<td>1</td>
<td>0.9686 &amp; 0.8766</td>
<td>0.9641 &amp; 0.8897</td>
</tr>
<tr>
<td>2</td>
<td>0.9572 &amp; 0.8681</td>
<td>0.9688 &amp; 0.8698</td>
</tr>
<tr>
<td>3</td>
<td>0.9570 &amp; 0.9309</td>
<td>0.9541 &amp; 0.9167</td>
</tr>
<tr>
<td>4</td>
<td>0.9621 &amp; 0.8832</td>
<td>0.9668 &amp; 0.8634</td>
</tr>
</tbody>
</table>

**Figure 4.** Scatter diagram of the measured versus the predicted values of compressive strength with ANN and CSA-LSSVR models for training set.

**Figure 5.** Scatter diagram of the measured versus the predicted values of compressive strength with ANN and CSA-LSSVR models for testing set.
LSSVR model takes about 45.1 s and for ANN model takes about 495.2 s. It is because the ANN often converges to a local minimum, hence it has to be trained with different initial weights, which is time-consuming. While the LSSVR models always reach the global optimum due to linear programming. The LSSVR models reduce the risk of overfitting by using the structural risk minimization strategy, while the ANN models exclude or reduce this effect by using other developed techniques such as early stopping method.

6. Conclusions

In this study, a hybrid model was developed using a LSSVR based on CSA optimization method for predicting complex behavior of concrete compressive strength. The results from the training and testing stages of the proposed hybrid model were compared with those obtained by ANN model using RMSE and $R^2$ as evaluation criteria. The $R^2$ coefficient for testing set was in the range of 0.8681-0.9209 for ANN and 0.8634-0.9167 for CSA-LSSVR model. The values of RMSE are in range of 4.73-6.17 for ANN and 4.89-6.27 for CSA-LSSVR model in test set. The results have shown that in comparison with CSA-LSSVR model, the ANN of multilayer perceptron type can model the nonlinear behavior of concrete compressive strength with slightly better accuracy. However, the major disadvantage of ANN model was the existence of many local minimums. As a result, different initial weights would generate different models with different accuracy. On the other hand, determining the number of neurons in the hidden layer of ANN model by trial and error procedure is a time-consuming task. While the CSA-LSSVR model will always converge to a global minimum in optimizing the parameters $w$ and $b$ of regression function. Also, the LSSVR model needs to optimize only two parameters of $\gamma$ and $\sigma^2$ to improve its accuracy, which gives it an enormous computational advantage over other methods. The weakness includes the need for a good kernel function. The computational time of these two models were compared, and it was shown that the overall training and implementation time was less for CSA-LSSVR models than ANNs. The conclusions have shown that both ANN and CSA-LSSVR models have high potential for predicting the compressive strength of high performance concrete.
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