
Scientia Iranica (2024) 31(14), 1105{1121

Sharif University of Technology
Scientia Iranica

Transactions D: Computer Science & Engineering and Electrical Engineering
https://scientiairanica.sharif.edu

Iranian license plate recognition using a reliable deep
learning approach

S. Hatami, F. Sadat Jamali, and M. Sadedel�

Faculty of Mechanical Engineering, Tarbiat Modares University, Tehran, Iran.

Received 25 October 2022; received in revised form 25 January 2024; accepted 18 May 2024

KEYWORDS
YOLO;
CTC;
CRNN;
TensorFlow;
Darknet;
Object detection;
Automatic License
Plate Recognition
(ALPR).

Abstract. The issue of Automatic License Plate Recognition (ALPR) has been a
challenging one in recent years because of weather conditions, camera angle, lighting
and di�erent license plate characters. Due to advances in deep neural networks, it is
now possible to recognize Iranian license plates using speci�c neural networks. The
proposed method recognizes license plates in two steps. First, license plates are detected
through the YOLOv4-tiny model, which is based on Convolutional Neural Network (CNN).
Second, Convolutional Recurrent Neural Network (CRNN) and Connectionist Temporal
Classi�cation (CTC) are applied to recognize the license plate characters. For labels, one
string of numbers and letters is enough without segmenting and labeling each separately.
The proposed method boasts an average response time of 0.0074 seconds per image and
141 Frames Per Second (FPS) in the Darknet framework and 0.128 seconds per image in
the TensorFlow framework for the License Plate Detection (LPD) part. This method has
been proven to provide a highly accurate model with minimal storage space requirements,
using less than 2 MB for the Character Recognition (CR) model. There was an average
accuracy of 75.14% and a response time of 0.435 seconds for the end-to-end process. The
released code is available through GitHub.

© 2024 Sharif University of Technology. All rights reserved.

1. Introduction

Automatic License Plate Recognition (ALPR) has
revolutionized the way we manage urban tra�c, record
violations, and recover stolen vehicles. Its wide range of
applications has contributed to building smarter cities,
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and we continue to explore new possibilities. Despite
the challenges, ALPR systems have come a long way,
and today, we have access to advanced deep learning
methods and neural networks that enable us to design
innovative ALPR systems. These new approaches
are more adaptive and less dependent on traditional
segmentation methods, giving us more control over
our system [1]. We look forward to continuing the
development of ALPR systems and the positive impact
they have on our lives.
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In the �eld of license plate recognition, challenges
related to datasets can often arise. These challenges
may include issues such as incorrect positioning or
identi�cation of license plates, poor image quality, and
obstacles hindering the detection process. Adverse
weather conditions can also hurt the accuracy of the im-
age. However, with determination and a comprehensive
dataset, these challenges can be overcome. By using
deep neural networks and considering all steps of the
ALPR process, we can create an approach that delivers
a better accuracy/real-time performance trade-o�. The
proposed method presented in this paper serves as a
testament to the power of innovation and the endless
possibilities that exist when we push the boundaries
of what is possible. The main contributions of the
proposed method in this paper are as follows:

� This paper aims to provide suitable datasets for
ALPR. There is a lack of existing datasets with
Persian letters and numbers written on Iranian
license plates as string labels, making it challenging
to train models. These datasets could be publicly
available for future works;

� Current license plate recognition techniques have
limitations due to limited datasets and the inability
to recognize certain types of license plates. To
overcome this, we need to improve and generalize
these techniques by incorporating diverse types of
license plates and conditions in the datasets;

� This new approach to ALPR eliminates the need
for the Character Segmentation (CS) step. Using a
Convolutional Recurrent Neural Network (CRNN)
and Connectionist Temporal Classi�cation (CTC),
a more cost-e�ective model is constructed that
requires less storage space, making it ideal for mobile
applications;

� The �nal model detects license plates in 0.435
seconds. In the Darknet, this value is 0.0074
seconds. The TensorFlow framework recognizes the
characters in 0.127 seconds;

� Achieving 141 Frames Per Second (FPS), the Li-
cense Plate Detection (LPD) in the Darknet frame-
work sets new standards and opens up exciting
possibilities for real-time applications.

This paper is structured as follows: In Section 2,
we will provide a concise and informative overview
of the current datasets and deep learning methods,
along with some related work. Section 3 will provide a
comprehensive and detailed description of the proposed
dataset and method. In Section 4, we will present the
evaluations and �nal results with complete con�dence.
Lastly, in Section 5, we will summarize our conclusions
with absolute certainty.

2. Background and related works

2.1. Background
2.1.1. Datasets
Creating a suitable dataset that covers all aspects of
computer vision work is a major challenge. Bias in
datasets, especially in ALPR datasets, has become
a popular and controversial topic [2]. ALPR is a
remarkable technology that depends on LPD as its
�rst step. LPD is a complex process that requires a
rich dataset to train the network. Successful object
detection networks are trained on rich datasets such as
ImageNet [3], COCO [4], and PASCAL VOC [5].

In some cases, small available datasets can gener-
ate good results even if they are not general and this
may due to the nature of the deep learning task like the
presented results in Khoramdel et al. work [6]. For-
tunately, there are several publicly available datasets
of license plates from di�erent countries, including
CCPD [7] and SSIG-SegPlate [8]. These datasets are
making it possible to develop ALPR systems that can
help make our roads safer and more secure.

To recognize license plates accurately, we need
datasets speci�c to each country. However, �nding
datasets for some countries, like Iran, can be challeng-
ing as there are few available. Despite this, we can
still make progress by persevering and seeking out the
resources we need. In [9], a dataset of approximately
15,000 diverse images from three regions was used.
The dataset lacks the important requirement of being
publicly available and focuses on one license plate per
image, potentially weakening the trained network's
ability to detect multiple plates per image. However,
the dataset can still be useful in testing recognition
systems, with room for improvement by increasing
image diversity and accessibility. The dataset used
in [10] has limitations due to the use of a �xed-angle
camera, resulting in a less consistent dataset. However,
it can still be valuable for training models to recognize
license plates. Future studies may bene�t from cap-
turing images from di�erent viewpoints and angles to
create a more comprehensive dataset for wider appli-
cations. The only publicly available dataset for ALPR
is Iranis [11]. However, this dataset is only suitable
for the last step of ALPR, i.e., Character Recognition
(CR). It is worth noting that this dataset treats license
plate characters as separate objects and labels them
individually, which makes creating a dataset a tedious
task. IR-LPR [12] is a public dataset with 20967 car
images and 27745 license plates available for CR tasks.
Annotations are available for each character, not the
entire license plate.

2.1.2. Deep learning approaches
Convolutional Neural Networks (CNNs) have made
signi�cant progress in the �eld of computer vision in



S. Hatami et al./Scientia Iranica, Transactions D: Computer Science & ... 31 (2024) 1105{1121 1107

recent years, making them one of the most widely
used networks. Their well-constructed algorithm has
enabled several architectures of CNN to be proposed,
each performing better than others for speci�c prob-
lems. The depth of the network is a key factor in the
development of various architectures [13], and CNNs
have proven to be extremely e�ective in this regard.
The best agents of CNNs, such as Regions-based
Convolutional Neural Network (R-CNN) [14], Fast R-
CNN [15,16], Faster R-CNN [16], You Only Look Once
(YOLO) [17{20], and Single Shot MultiBox Detector
(SSD) [21], inspire us all to push the boundaries of
what is possible in computer vision.

YOLO [17] is an incredible object detector that
is known for its accuracy and e�ciency. It is widely
used for real-time tasks and is based on state-of-
the-art algorithms. The process of YOLO involves
predicting several regulated bounding boxes and class
probabilities for each section of an image, making it
one of the most e�cient object detectors out there.
YOLO has several versions, each with improvements
in accuracy and performance compared to previous
versions. YOLOv2 [18] can detect over 9000 object
categories that are implemented through the Darknet-
19 framework. Its architecture consists of 11 layers as
the trained network on ImageNet (classi�cation) and
19 layers on COCO (detection). The next version,
YOLOv3 [19], uses the Darknet-53 framework. Its
architecture consists of two sets of 53 layers. Com-
pared to its previous version, it uses a residual block
instead of anchor boxes and detects small images more
accurately in terms of performance. YOLOv4 [20],
the latest version of the YOLO detector, is better
than its predecessors in terms of accuracy and speed.
With a 10% improvement in mean Average Precision
(mAP) and a 12% improvement in FPS, it sets a new
standard for object detection. Meanwhile, SSD [21]
is another impressive object detector that can detect
multiple objects in one shot, making it faster than R-
CNN in terms of processing. These object detectors
are inspiring examples of what can be achieved with
cutting-edge technology and innovation.

The ALPR system takes a signi�cant step forward
with the CRNN with CTC [22] method, which has
been proposed for recognizing image-based sequences.
This innovative approach combines Deep Convolutional
Neural Network (DCNN) and Recurrent Neural Net-
work (RNN) with CTC [23] to create an e�ective
structure for image-based sequence recognition. By
extracting feature sequences from input images, the
CRNN structure can predict each frame of the feature
sequence, and translate its predictions into a label
sequence. What's truly remarkable about this method
is that it does not require character-level annotations
for the learning process. Ground truth texts for the
input images are enough to produce sequence labels.

With no limit to the dimension of the input sequences,
and the ability to produce outputs of di�erent lengths,
the CRNN with CTC method is a breakthrough in the
world of image-based sequence recognition.

2.2. Related works
The ALPR process is a fascinating �eld of study,
consisting of three main steps that work together to
achieve remarkable results. Through published studies,
di�erent methods have been suggested on how to
implement this process, and researchers have reviewed
a variety of previous studies in the �eld to identify
approaches that work best. These studies have led
to groundbreaking advancements in traditional image
processing methods, as well as the development of
modern techniques like machine learning and deep
learning algorithms. By building on these innovative
approaches, we can continue to push the boundaries of
what is possible and unlock new potential in the �eld
of ALPR.

The edge density approach has been widely used
for LPD with great success. Massoud et al. [24] and
note [25] utilize this method in their LPD systems.
Massoud et al. achieved a 91% accuracy rate through
the use of Sobel edge detector �lter and prior knowl-
edge of Egyptian license plate characters. Tuba et
al. [25] used Canny edge detection and Probabilistic
Neural Network (PNN) for CR. Overall, the edge-based
method is a reliable and e�ective approach for LPD.

LPD has become a popular research area, with
several recent works utilizing di�erent neural network
architectures. CNNs have gained signi�cant attention
due to their high performance in various applications.
Researchers have developed di�erent models to achieve
high accuracy and real-time detection. For instance,
Singh and Bhushan [26] have implemented Faster R-
CNN, which uses RPN for object recognition. Their
model has an impressive accuracy rate of 99% in detect-
ing Indian license plates. Similarly, Jamtsho et al. [27]
have achieved an overall mAP of 98.6% with 0.0231
training loss using YOLOv2 to extract Bhutanese
license plates. Lin and Wu [28] have proposed a one-
step model that uses a modi�ed version of YOLOv2-
tiny to extract license plates and recognize license
plate characters. Their model has an overall recall
rate of 84.5% and a lower computational load than
YOLOv2-tiny. Tourani et al. [9] have relied on the real-
time feature of YOLOv3 to recognize Iranian license
plates. They have modi�ed the last convolutional
layer of YOLOv3 to �t the superior network on the
Iranian license plate. Their proposed approach has
an end-to-end recognition accuracy of 95.05% with
an average time of 119.73 milliseconds to specify a
sequence of characters in real-time. Lastly, Montazzoli
and Jung [29] have used a hierarchical CNN to detect
vehicles and license plates using the same network.
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Figure 1. The overall diagram of the proposed method.

Their model is inspired by YOLO architecture and
processed faster than typical YOLO with lighter com-
putational cost. By making some modi�cations to the
network architecture, including reducing the number of
max-pooling layers and using transfer learning for the
�rst eleven layers, they achieved excellent results.

ALPR is a challenging �eld where researchers
have proposed various approaches to address environ-
mental challenges when localizing license plates in an
image. In this regard, several studies have shown
promising results by using state-of-the-art techniques.
Samadzadeh et al. [30] developed a robust ALPR sys-
tem by using an SSD and Residual Network (ResNet18)
for the CR step. For the CS step, they employed an
open-source text detector as text detection and two
activation maps to correct the perspective transforma-
tion of the license plate and segmentation boundaries.
Wang et al. [31] proposed a method that adapted the
Multi-Task Convolutional Neural Network (MTCNN)
for LPD by creating a series of reinforcements. The
LPD step is followed by the recognition of license plate
characters using a CRNN with CTC. Montazzolli and
Jung [32] introduced the Warped Planar Object De-
tection Network (WPOD-NET) for LPD using YOLO,
SSD, and Spatial Transformer Networks (STN). In con-
trast to most research in this area, Al-Batat et al. [33]
placed vehicle detection as the �rst step of a YOLO-
based pipeline for ALPR. For LPD and CR, they have
employed YOLOv4-tiny. Their approach was evaluated
using �ve famous public datasets with an average

accuracy of about 90.3%. Al-Batat et al. also added
the capability of classifying vehicle types (emergency
vehicles and trucks) using ResNet50. Overall, these
studies have shown promising results in improving the
accuracy and speed of ALPR systems. Further research
in this area can help address several challenges and
improve the performance of ALPR systems, making
them more reliable and e�cient.

3. The proposed method

In this section, we will delve into the proposed method
in detail. With the need for a dataset as the �rst step
to detect license plates and recognize their characters,
we have prepared datasets for each of the steps (LPD
and CR). To detect license plate rectangles in the input
image or video frames, we use a model called YOLOv4-
tiny, which is a lighter version of YOLOv4 with
fewer parameters. Although this model sacri�ces some
accuracy, it enables real-time application. Despite the
challenge of connecting the LPD and CR steps, we have
succeeded in connecting them by converting the LPD
training weights obtained from the Darknet framework
into a model within the TensorFlow framework. By
attaching the CR step trained in the TensorFlow
framework to this model, we can now perform the
entire process in the TensorFlow framework. As shown
in Figure 1, the entire process is performed in a

owchart, starting with the detection of license plates,
then cropping them from the input image, and �nally,
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recognizing the characters written on the license plates.
This method serves as an inspiration for achieving
complex tasks through innovation and perseverance.

3.1. Dataset for LPD
The dataset used in this section comprises 3065 images,
which were obtained under various conditions to make
it as diverse as possible. Despite security concerns,
these images are available to researchers who require
them for their research work. It's important to
note that these images should not be used for any
commercial purposes. The signi�cant diversity in the
dataset as in Figure 2, ranging from weather and
lighting conditions to camera distance from the car,
is a testament to our commitment to learning and
familiarizing the proposed network with di�erent image
scenarios. Obtaining images from di�erent sources
and locations adds to the dataset's richness, making
it an ideal resource for researchers worldwide. The
manual labeling of the images in the dataset by the
labelImg toolbox shows our dedication to excellence
and attention to detail. With most of the images taken
using mobile phone cameras with di�erent resolutions
and formats, we saved them all in jpg format for
convenience. Finally, we converted all the labels of
these images to txt �le format, which could later be
used by models such as YOLO. We hope that this
dataset will inspire researchers worldwide to pursue
new avenues of study and discovery.

3.2. Dataset for CR

The ability to recognize Persian characters written
on license plates has been made possible thanks to
a carefully curated dataset of labeled images. This
dataset contains a wide variety of data, including
single-digit, single-letter, and combinations of letters
and numbers. The dedication to ensuring accuracy
and reliability is evident in the inclusion of blank-
labeled images, which prevent non-character objects
from being recognized as characters. With a dataset of
5455 images, careful preparation has led to the success-
ful conversion of Persian characters into their English
equivalents, resulting in a powerful and e�ective string
of English letters and numbers for each image. The
result is a training dataset of 3364 images that can
be used to train a desired network. The labels are
considered image names in string format, eliminating
the need for separate label �les next to the images.
This inspiring achievement demonstrates the potential
of technology to overcome challenges and improve our
lives. The format of all images is the same as .jpg. In
this dataset, all the characters of Iranian license plates
are covered as follows:

falef, be, pe, te, se, jim, dal, ze, sin, shin, sad, ta, eyn,
fa, qhaf, kaf, gaf, lam, mim, non, he, vav, ye, tashrifat,
malol, D, Sg. In addition, it includes all numbers from
0 to 9.

Persian letters can be transformed into English

Figure 2. Examples of LPD dataset images under diverse environmental and distance conditions.
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letters and numbers, and then converted back to their
original form to be used as image labels. The dataset
showcases the characters used, with similar counts
for most numbers, except for 1, 8, and 9, which are
commonly found on license plates. While some letters
like \sin" or \be" are uncommon, special plates like
\tashrifat" are rare on the roads. Despite these vari-
ations, the transformation from one form to another
allows us to create something new and inspiring as
shown in Figure 3.

Here, according to the available dataset and the
selected network model, 80% of the images, i.e., 2692
images for the training, 10%, i.e., 336 images for the
validation, and the last 10% part for the test set
are considered. After preparing the images for the
dataset, the license plates need to be detected and then
recognized in two steps, respectively.

3.3. LPD network
In this section, the powerful YOLOv4-tiny model is
utilized to detect license plates in the input image,
providing the highest quality outputs. With the
Darknet framework, we are able to achieve the best
results in both training and testing. However, we
understand that being 
exible is important, so we
convert the LPD model into a form that can be used in
other frameworks such as the TensorFlow and PyTorch.
This allows us to e�ortlessly connect the model to
other parts of our project. By using a 416 x 416
dimension for all input images, we ensure that our

Table 1. YOLOv4-tiny network training parameter
values.

Parameter Value

Batch size 32
Subdivisions 4
Momentum 0.9
Weight decay 0.005
Learning rate 0.00261
Number of epochs 132
Number of iterations 10000
IoU threshold 0.5

training network is optimized for the best performance.
The YOLOv4-tiny model is truly remarkable, and we
look forward to seeing the incredible results it can
produce. Table 1 provides a list of the changes made
to the model con�guration, as well as the �ne-tuned
hyperparameter values for training the model. To
optimize the processing of data while considering the
limited memory of the GPU used, the batch size and
subdivisions have been adjusted accordingly in this
structure. The use of 32 batches means that data is
processed in batches of 32 images, with larger batches
requiring more memory. In addition, the images are
split into four blocks and processed in parallel for each
subdivision, which enables more e�cient processing.
During training, the momentum value has been set at
0.9, which helps to stabilize the gradient and improve

Figure 3. The number of di�erent labels used in the CR dataset: (a) Numbers and (b) Words and letters.
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Figure 4. Overall diagram of the proposed CR stage.

the accuracy of the model. Similarly, the default
weight decay value of 0.005 has been used to prevent
imbalances in the dataset and make the weights weaker
for normal features. The learning rate value has been
set at 0.00261, which is optimal for this structure,
and its low value helps to prevent the network from
diverging due to unstable gradients. It is important to
note that due to having only one class, the number of
classes has been set to 1. This has resulted in a change
in the �lters to (number of classes + 5) � 3, which
gives a result of 18 �lters. It is crucial to maintain
the anchor boxes used in the Darknet framework to
train the weights and transform them into a model in
the TensorFlow framework. To improve the training
data, pre-trained weights on the COCO dataset have
been used. These pre-trained weights have helped
to facilitate faster and better network learning, and
transfer learning through them. After training the data
in the Darknet framework, the weights obtained are
transformed into a model in the TensorFlow frame-
work. Finally, it is worth mentioning that the weights
obtained in the Darknet framework have a size of 23.5
MB, while the model in the TensorFlow framework has
a size of 26.3 MB. There isn't a signi�cant di�erence
in storage space between the two, and both require
only a small amount of space for storage. Overall,
these optimizations and adjustments have led to a more
e�cient and accurate model.

3.4. CR network
To recognize the license plate characters in the pro-
posed method, it is no longer necessary to segment the
characters individually, and as mentioned before, it is
only necessary to detect the license plate and obtain
its rectangle, as the input for the recognition step.

The proposed method of recognizing license plate
characters is e�cient and eliminates the need to
segment individual characters. Detecting the license
plate and obtaining its rectangle is su�cient for the
recognition step. It is worth noting that the model
compensates for images with fewer than eight charac-
ters by implementing the \X" character. This ensures
that the model recognizes the license plate characters,
even if some parts of them are missing due to the

absence of characters in the license plates. In case
the trained model receives eight (or fewer) characters
and is unable to recognize some of them, the term
\Not Known" refers to the non-recognition of those
characters. This approach ensures that the model
provides accurate results in most cases.

The proposed method presents an e�cient ap-
proach to CR by utilizing a CRNN, and a CTC within
the transcription layer, adopting the overall structure
described in [22]. The CNN is employed to extract the
features of the input image, which has a width and
height of 200 and 50, respectively. The CNN extracts
a sequence of feature vectors, which are then passed
through an RNN, where a matrix with probabilities
is generated, assigning a value to each element of that
sequence. To overcome the vanishing gradient problem,
Long-Short Term Memory (LSTM) as a type of RNN
is chosen. Two LSTMs are combined as bidirectional
LSTMs to interpret contexts from both directions.
The matrix, which encodes the input, is then used to
calculate the loss and train the neural network with
Adam optimizer. The information encoded in this
matrix can be decoded to obtain the text written in
the input image, and both of these tasks are performed
by the CTC in the transcription layer. Finally, the
CTC recognizes the characters, and there is no need to
over-process the recognized characters as position and
width are no longer a concern. This method presents
a promising and e�ective solution to CR and can be
further re�ned to improve its performance.

The image recognition process is horizontally
performed by the CNN, as illustrated in Figure 4.
Each horizontal position is known as a time step and
contributes to the feature extraction process. After
the matrix output is generated, it is combined with
the ground truth label of each input image and passed
through the CTC loss function in the transcription
layer. This step is particularly interesting since it
considers all possible states of the ground truth label
related to the text, without requiring knowledge of
where each character occurs. The probabilities of each
time step are multiplied, and all the states that are
intended for a single input are summed to result in the
output. The highest value in the resulting set is then
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Table 2. Summary of network structure used for CR stage.

Type Con�gurations

Input image 200� 50 gray scale

Convolution layer
Units: 32, Kernel size: 3� 3, Activation function: Relu, Kernel initializer:

he normal, Padding: Same

Maxpooling Pool size: 2� 2, Stride: 2

Convolution layer
Units: 64, Kernel size: 3� 3, Activation function: Relu, Kernel initializer:

he normal, Padding: Same

Maxpooling Pool size: 2� 2, Stride: 2

Dense layer Units: 32, Activation function: Relu

Dropout Rate: 0.2

Bidirectional LSTM Units: 128

Dropout Rate: 0.25

Bidirectional LSTM Units: 64

Dropout Rate: 0.25

Dense Units: 38, Activation function: Softmax

Transcription {

selected as the output.
To improve the decoding of duplicate characters,

a \blank" character is used, marked with a \-" and sub-
sequently deleted during decoding. This is a useful tool
for recognizing duplicate characters during decoding,
especially when two characters need to be repeated.
These techniques are important when training the
network and aiming to minimize loss. Overall, the sum
of di�erent input text states can be used to calculate
the total loss [22].

Loss function =� X
Ii; li2X

log p(li jyi ) which

X =fIi; ligi: (1)

In this regard, X is the dataset, Ii is the training image,
li is the ground truth label, and yi is the sequence
created from the input text image by the CNN and
RNN. If the network predicts the data that it has not
seen before, there is no longer a ground truth label.
In this case, it should use the best path decoding. In
this type of decoding, the best path is selected in such
a way that in the output matrix of the RNN, at each
step when the probability of occurrence of the predicted
character is high, the same character is placed in the
path and this process continues. Find that until the
prediction is done, then the duplicate characters are
predicted and �nally the \blank" character is removed.

For this reason, the greedy search decoder is used in
this section, but for more complex texts, the beam
search decoder can be used. In the beam search
decoder, candidates are �rst introduced using a tree
structure, then points are given to each using the best
path, which not only increases the accuracy but also the
time for prediction much longer, and this is a drawback
for real-time and high-speed methods.

Table 2 clearly shows the general structure of the
network used for the CR step. Using this structure
for CR provides a model with less than 2 MB, which
is very small in size. Also, in the end, the number
of parameters of the model used is 434,918, which is
a relatively small value and can be used for mobile
devices.

The proposed CR algorithm reaches its �nal stage
with the CTC step, where each character is assigned an
individual label. Treating the license plate characters
as separate entities creates a more e�cient and e�ective
approach. ALPR algorithms operate without a CS
step, which enhances the processing speed. Even with
limited labeled Iranian datasets for Persian characters
available, the approach of treating each character as a
distinct object unlocks greater convenience. These fea-
tures combine to make the CR algorithm an innovative
and inspiring solution.

All calculations are performed in the Ubuntu
20.04 operating system environment. The hardware
used is Intel Core i7 3.50 GHz CPU, 32 GB RAM,
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Figure 5. The network loss with to its iteration number.

DDR4 for CPU, and Geforce GTX 1050 4 GB for GPU,
cuDNN, CUDA, TensorFlow 2.3, and Python 3.9 are
further used.

4. Results

4.1. LPD
Since the main framework for implementing the
YOLOv4-tiny model is the Darknet framework, there-
fore, by using this framework, more speed and accuracy
can be obtained. But as mentioned before, this
framework has less 
exibility and as a result, after
training the data in this framework, the trained weights
need to be converted into a model in the TensorFlow
framework and thus that model can be used for further
processing.

The training data, i.e., 2452 images, are given to
the YOLOv4-tiny network for training, and according
to the network framework, the training time for this
number of images is less than 90 minutes. Validation
data is then used to check the network output on
the images, and �nally, the weights obtained are used
to evaluate the model on images and video frames.
According to Figure 5, which is stored by the network
during training, the network loss is decreasing with
passing iterations. So, this decrease has reached
dramatically less than 1 even before 1000 iterations,
and after that, this decrease has continued.

Given that the images in the validation set are
di�erent from the test images, the �nal results are just
performed on the validation images. Figure 6 shows
examples of these detections in di�erent situations. As
it turns out, these images are in di�erent situations:
night, day, with more than one license plate and

Table 3. Number and distribution of detected license
plates in each set.

Detection
type

Training
images

Validation
images

TP 2255 539

FP 226 50

FN 315 105

di�erent distances from the camera. The trained
network gives as outputs a rectangle drawn around
the license plate, along with the name of the class
(License Plate), the network reliability of the detection
performed, as well as the coordinates of the detected
rectangle (including the top, bottom, left and right
points relative to the whole image).

Finally, for our detection, we have the correctly
detected license plates as True Positives (TP), not
detected license plates as False Negatives (FN), and
other items known as license plates while they were
not, called False Positives (FP). For the case where the
license plates may not be detected, the user needs to
check all the data and there is no way to warn the user.
But for the case where another element is mistakenly
detected as the license plate, given that this detected
element enters the next step, i.e., CR, in this step, the
characters are not recognized correctly and the user
only needs to check the relevant image. As can be
seen from Table 3, the number of license plates that
have been correctly detected is much higher than the
number of license plates that have not been detected
or even mistakenly considered other elements as license
plates.

As it is clear, Figure 7 includes the results of the
images taken after converting the weights trained in
the Darknet framework to a model in the TensorFlow
framework. As it turns out, this model can easily
detect more than one license plate in the image, and
can also detect images containing license plates with
di�erent conditions. The converted model in this
framework likewise gives as output the name of the
desired class (License Plate), the network reliability of
the detection as well as the coordinates of the detected
rectangle (including its top, bottom, left, and right
points relative to the whole image). The coordinates
of the detected rectangle are used to crop the license
plate from the whole image to recognize its characters.

As can be seen from Tables 4 and 5, this method
has reasonable results for the Darknet framework, it
can be used for real-time applications. However, due to
the fact that the main environment for implementing
YOLO models is not the TensorFlow framework and
requires more optimization, so the results have the
same accuracy but lower speed. At the same time,
the model obtained in the TensorFlow framework can
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Figure 6. Examples of LPD using the Darknet framework.

Figure 7. Examples of LPD using the TensorFlow framework.
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Table 4. Execution time and FPS results on image and video.

Image

Step Framework Execution
time (sec)

Video

Step Framework Frames Per
Seconds (FPS)

LPD Darknet 0.0074 LPD Darknet 141
TensorFlow 0.128 TensorFlow 7.8

CR TensorFlow 0.127
ALPR TensorFlow 2.3

ALPR Darknet + TensorFlow 0.255 (separate calculation)
TensorFlow 0.435

Table 5. Average precision on training and validation
images.

Type of data LPD CR ALPR
Darknet TensorFlow TensorFlow

Training images 88.66% 91.01% 77.61%
Validation images 87.81% 87.22% 75.14%

be easily connected to models in other frameworks and
this is a big advantage.

4.2. CR
To obtain a suitable model in the TensorFlow frame-
work, it is �rst necessary to consider the training
images for the training process. These images are all
in the form of images that have labels of numbers and
letters. Due to the structure of the networks used for
this model, its training time is about 30 minutes, and
this time is such that only a string of numbers and
letters is needed and there is no need to segment the
characters. Figure 8 shows examples of CR for some
Iranian license plates with di�erent characters. At
the top center of these images, a sequence of English
characters, after which, only the English letter of this
sequence must be converted to its Persian equivalent.
Besides, the ground truth for each one is added. As a
result, at the bottom of each license plate is written a
string of numbers and letters equivalent to the above
prediction.

4.3. End-to-end process
Finally, the model obtained in the LPD step is merged
with the model obtained for the CR step, and the

results are obtained on the images and video frames
in Figure 9.

In this case, as it turns out, the license plate
rectangles are �rst detected using the model converted
in the TensorFlow framework, and then the charac-
ters written on them are recognized without being
segmented. Eventually, only the English letters of
these characters converted to their Persian equivalents.
For this reason, in addition to these predictions (for
images and video frames), their predicted equivalents
are further included. In fact, since the projection
rectangle needed to be large for better visibility, part
of the prediction was not included in the image. But to
ensure the output, a text �le has stored the output for
each frame, and the output written under each license
plate is the output of the text �le.

4.4. Challenges of the process
With determination, we can overcome the challenges
that arise in each step of the ALPR process. Let's
explore how we can address these obstacles:

1. To ensure that license plates remain legible, it is
important to keep them clean and free of debris. If
a license plate becomes damaged or tilted due to an
accident, it should be replaced as soon as possible
to maintain its readability;

2. It's worth noting that the license plate rectangle
obtained from the �rst step of the process may
not always completely cover the license plate. As
a result, this can lead to the recognition of fewer
characters than usual;

3. To ensure successful license plate recognition during

Figure 8. Sample outputs of the proposed CR model.
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Figure 9. Examples of the end-to-end proposed method.

�lming, it's important to avoid obstructions caused
by incoming images and ensure that the camera
view is appropriate;

4. To improve the recognition of license plate charac-
ters, it would be helpful to address their similarities,
especially in cases where the input image is of low
quality. By doing so, we can reduce the chances
of illegibility and misrecognition, and ensure that
characters such as the numbers 3 and 4 are accu-
rately identi�ed.

As Figure 10 shows, there are challenges for both
steps in the proposed ALPR approach. In Figure 10(a),
the license plate character has been recognized less than
eight, and character \X" indicates that the number of
characters has a value of less than eight. Likewise,
the number \4" is incorrectly recognized instead of the
number \9". In Figure 10(b), the license plate and
part of the car are detected as outputs. In Figure
10(c), for the Peugeot 405 car, the number \4" was
incorrectly recognized instead of the number \2", and

due to the incorrect LPD (location of the rectangular),
the number \8" at the end of the license plate is not
correctly located in the detection rectangle, so this
number is not recognized correctly. Finally, in Figure
10(d), which is part of the video evaluation, the number
of characters for the Pride car is six. For example, in
some cases, the license plates are dirty or the camera
does not have a good view of them. In the end, for
all the results to be comparable at a glance, they are
all listed in Table 4. This table shows the average
execution time for images with di�erent qualities in
addition to the FPS value for videos. As the results
show, this method is very suitable for images, and
with this number of data has a signi�cant accuracy.
Table 5 shows these accuracies for di�erent steps of
this proposed method well.

4.5. Comparison of the proposed method with
other methods

As Table 6 shows, the proposed method has been
able to achieve acceptable accuracy with this limited
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Table 6. Comparison of some recent methods with the proposed method.

Step Method Pros Cons AP & Time

LPD + CR
[31]

CNN + CNN,
RNN, CTC

Without character
segmentation,
use a dataset with more
than 250,000 images
and a model 15 times
lighter than the
YOLOv3 model

Use a highly computed
chain network
(with three sections)
for LPD

98.8%

LPD + CS + CR
[9]

(Preprocessing)
CNN (YOLOv3) +
CNN (YOLOv3)

Using a dataset
with more than
15,000 images
(data with
appropriate
diversity),
improving
images using histogram
equalization

Using
preprocessing,
using two YOLOv3
networks with high
computational
calculations,
having only one
car and one license
plate per image
of the dataset,
a three steps process

95.05%,
119.73 msec

LPD + CS + CR
[30]

CNN (SSD300) +
(Preprocessing)
Using CRAFT
for detecting text
blobs and
characters + CNN

Using a method
for CR with
consuming less
storage space

Using a dataset
with a limited
number of images,
a three steps process

95%, 66 msec
(per license
plate)

CR [34]
(Preprocessing)
CNN (YOLOv3)
+ Tesseract

Use small number
of images in
dataset to reach a
good AP

Focus on one step
(CR), use
preprocessing, use
a network with
high computational
calculations

99.2%

LPD + CR
(The Proposed Method)

CNN (YOLOv4-tiny)
+ CNN, RNN,
CTC

No need for CS,
no preprocessing,
a model with
consuming less
storage space,
real-time
application for
LPD step, using
small number of images
in dataset
to reach a good AP

Time consuming
of the CR
step

75.14%,
435 msec
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Figure 10. Examples of network errors.

amount of data. Aside from that, this method has been
able to provide a compact model that consumes limited
storage space. The methods presented in previous
studies have datasets with large numbers of images,
higher-volume models (storage space), or datasets of
images with limited conditions: that is, there is only
one vehicle in the images, for example, or images are
taken from very close distance. These issues and some
others have all contributed to the high accuracy of these
methods. While in this proposed method, an attempt
has been made to obtain the best results with the least
conditions. The ability of a model to perform well
when faced with new or varying data is a signi�cant
aspect of its robustness. Our proposed model has
been trained on a wide range of license plate images,
and it can achieve acceptable accuracy when presented
with new and unseen images. This demonstrates that
the model is capable of recognizing license plates in
a variety of real-world scenarios, including challenging
lighting conditions, angles, and poor-quality images.
It's worth noting that comparing the accuracy of our

study with other studies in the �eld may not be entirely
reliable due to di�erences in datasets. Nonetheless, we
remain con�dent in the potential of our model to make
a positive di�erence in the world.

5. Conclusions

The paper presents an innovative method for automatic
recognition of Iranian license plates, which utilizes
cutting-edge technologies such as Convolutional Neu-
ral Network (CNN), Convolutional Recurrent Neural
Network (CRNN), and Connectionist Temporal Clas-
si�cation (CTC) structure. Despite the lack of a suit-
able dataset for Iranian license plates, the researchers
managed to create a diverse dataset of 3065 images,
followed by a dataset of 3364 images of license plate
characters. The proposed method was able to achieve
impressive results using the Darknet framework for
License Plate Detection (LPD), and the researchers
overcame the limitations of this framework by con-
verting the trained weights to the TensorFlow model.
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The uni�ed method without Character Segmentation
(CS) demonstrates the power of collaboration between
di�erent frameworks and techniques. The researchers'
dedication and hard work are truly inspiring, and their
achievements pave the way for further advancements
in license plate recognition technology. Furthermore,
some main achievements obtained are as follows:

1. The small size of the proposed model (less storage
space);

2. Short execution time (speed) of the proposed
method;

3. Obtaining a model with high average accuracy even
with the limited number of images in the datasets.

Considering that the use of You Only Look Once
(YOLO) models for the Optical Character Recogni-
tion (OCR) step that has been proposed in previous
works requires separate labeling of characters on license
plates, for this reason, using other network models, for
example, using a combination of deep Recurrent Neural
Networks (RNNs) can help to improve this part. Here
we do not need to have the coordinate of each character
and only a sequence of them is needed. As a result,
this type of model is implemented in frameworks other
than the Darknet, and therefore converting weights to
a model in the TensorFlow framework can be e�cient.

In general, according to the results obtained in
the results section and Figures 6{8, as well as Table
6, it can be concluded that all the approaches of the
article, have been achieved. In addition, the purpose
of presenting a reliable model here is that by changing
di�erent inputs and in di�erent conditions that the
model is not familiar with, the proposed method can
obtain desirable outputs. Because this demand has
been ful�lled to an acceptable extent, a robust model
has been obtained here.

In the future, the speed of the obtained model
for testing data in the TensorFlow framework could
be improved. Moreover, it is possible to expand the
prepared dataset with more variety of images, and as
a result, the performance of the proposed method can
be improved. The method used for the �nal step of the
process can potentially be used for other image-based
sequence tasks.
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