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Abstract 

Concomitant reduction of cost and duration is recognized as one of the main aspects of 

construction planning. Expedition of project schedule naturally incurs extra costs due to 

implementation of more productive and/or high-price construction techniques. Meanwhile, a 

reduction in time is usually plausible only down to a certain limit, below which renders 

expeditions either technically or financially unviable. Thus, striking a reasonable balance 

between project cost and duration remains a desirable yet challenging task for which there has 

been a myriad of advancements and literature. Despite the many studies associated with this 

problem – referred to as time-cost trade-off problem (TCTP) – it is observed that only a few 

exercise TCT problems with the generalized logical relationships. This observation holds despite 

the fact that generalized precedence relationships are imperative to introduce parallelism and to 

secure a realistic overlap among the activities. In this regard, a Simulated Annealing-based 

Genetic Algorithm (GA) as proposed herein, is specifically designed to provide the capability of 

exerting TCTPs with properly overlapped activities. Efficiency of this algorithm is tested over a 

range of problems and its performance is validated over a large-scale real-case construction 

project. Results of the hybridized GA indicate fast and robust convergence to high-quality 

solutions. 

 

Keywords: Optimization, Time-Cost Trade-Off Problem, Generalized Precedence Relationships, 

Genetic Algorithm, Meta-heuristics 
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1. Introduction 

Indisputably, timely completion, reasonable cost, and high level of stakeholder satisfaction 

constitute the main objectives of almost any project. In the present time, competition among 

construction companies mainly boils down to unique schedule proposals with reasonable profit 

amounts. It is a common desire for the project parties to finish the project as efficiently as 

possible, chiefly with the aim of remobilizing resources and gaining favorable financial 

advantages. As most of the project activities can be executed using more than one construction 

method or more rapidly by allocating extra resources, more than one duration and cost 

combination – known as alternative – might be available for each activity. Those in charge of 

making decisions desire to expedite the project with minimum extra expenses by consuming the 

network slack times as well as finding the best range of alternatives for performing the project 

activities. This is leveraged through finding the best equilibrium between the direct and indirect 

costs of a project, since, a decrease in project duration would naturally lead to a decline in the 

project cost but only until reaching a particular point. Thereupon, the additional direct costs 

invested for acceleration will start to surpass the amount of indirect cost saved due to duration 

reduction. 

Striking a proper balance between the project cost and duration is a complicated and 

computationally challenging problem and even moreso for large-scale real-life projects. Large 

number of alternatives coupled with large number of activities make finding an optimal schedule 

a very complex process [1]. This problem, dubbed as time-cost trade-off problem (TCTP), is 

well recognized in the extant literature and has been studied under different presumptions. The 

different types of time-cost relationships identified in the literature include linear [2–5], concave 



4 

 

[6], convex [7], and discrete [8,9]. Several optimization techniques have been proposed towards 

addressing this well-established problem [4,10–14]. 

TCTP research area essentially emerged in and around 1960s with introduction of project 

network analysis techniques by Kelley and Walker [2], Fulkerson [3], and Kelley [15]. Ever 

since, with the advancements of computer science and technology, successive progress has been 

made in this domain and different methods have been introduced. Techniques proposed for 

solution of TCTP mainly include exact methods, heuristics, and meta-heuristics. Traditionally 

TCTP has been modelled by mathematical programming such as linear programming [15], 

dynamic programming [16], hybrid linear/integer programming [17], branch-and-bound 

algorithm [18], integer programming [19], mixed integer programming [20], mixed integer 

nonlinear programming [21] and network reduction approaches [22]. The literature on heuristics 

for DTCTP is limited to the methods proposed by Fondahl [23], Siemens [4], Goyal [5], Moselhi 

[24], Bettemir and Birgonul [25] and Sonmez et al. [26]. Meta-heuristics practiced for TCTP 

primarily include genetic algorithm (GA) [9,10], ant colony optimization (ACO) [27], particle 

swarm optimization (PSO) [28], and symbiotic organisms search (SOS) [29]. 

It is noteworthy that despite a large body of the literature has hitherto been dedicated to 

development of optimization methods for TCTP, only a few can be extended to real-life 

applications. This largely stems from the fact that the majority of the existing methods lack the 

ability to efficiently tackle real-scale TCTPs with the generalized logical relationships. On the 

other hand, those capable of capturing the complex generalized logic are frequently 

experimented using small-scale problems and their practicality have not been tested on large-

scale instances. In fact, the 14-activity problem of Klanšek and Pšunder [30], the 29-activity 

problem of Sakellaropoulos and Chassiakos [31], the 54-activity of Cajzek and Klanšek [32], and 
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the 63-activity problem of Sonmez and Bettermir [11] are among the problems most widely used 

to demonstrate applicability of the methods proposed in the current literature. 

Arguably, generalized logical relationships play a pivotal role in securing a realistic 

overlapping among the project activities and planners usually overlap activities by applying 

Finish-to-Start (FS), Start-to-Start (SS), Finish-to-Finish (FF) and sometimes Start-to-Finish (SF) 

types of relationship as well as by introducing the concept of lag time into the schedule. 

Nevertheless, the state-of-the-art studies concentrating on this subject matter are not many and 

have mainly exploited mixed integer/linear programming [20,31], mixed integer nonlinear 

programming [21,32], and meta-heuristics [11,33]. As aforesaid, most of the past research have 

focused on relatively small instances that barely reflect the complexity of actual projects. The 

largest problem with various activity relationships is employed by Sonmez and Bettemir [11] 

that includes 290 activities. Though, this problem is based on a small network and is generated 

by copying the base problem in serial several times and thus may not truly represent a complex 

project. Last but not least, among the few research studies that present meta-heuristics for 

projects with various activity dependencies, the majority do not report the CPU times and that 

the obtained solutions deviate from the optima by not so meager amounts. 

This study aims at this research gap by contributing to both researchers and professionals by 

presenting an optimization algorithm capable of unraveling large-scale projects with any type of 

precedence relationship. To this end, this paper presents a practical Simulated Annealing-based 

GA that achieves high-quality solutions by requiring modest processing times. This paper also 

enables improved performance evaluation of state-of-the-art approaches by introducing a multi-

mode real-case time-cost trade-off construction management problem. The results of the 

proposed method are compared with the solutions obtained by the existing approaches in terms 
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of quality of the results and computation time. The quality of the results is determined by 

obtaining the optimal solutions from the literature. In the following sections the details of the 

methodology implemented for developing the proposed GA-based approach as well as the 

procedure performed during computational experiments and performance evaluations are 

presented. 

This paper is organized as follows. Section 2 outlines the optimization problem formulation. 

In Section 3, the proposed GA-based optimization procedure is described. Section 4 presents the 

numerical examples and the associated results. Finally, Section 5 summaries the concluding 

remarks on the present study. 

 

2. Problem Description 

The objective of general TCTP is to minimize the total cost, comprised of direct and indirect 

costs of a project by determining the optimal combination of the available time-cost alternatives. 

 

2.1 Assumptions 

It is assumed that the indirect costs vary linearly with project duration. A discrete relationship is 

assumed between the time and cost of project activities. In addition, activity splitting is not 

allowed; that is, once started, an activity should be executed without interruptions. 

 

2.2 Formulation 

The proposed method is provided with the capability of unraveling problems that incorporate a 

particular desired completion time. In such problems, an upper bound is set for the duration of 

the project to reflect the completion deadline stipulated in the contract. Project parties often 
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contractually agree to make/receive a certain payment on daily basis either as delay penalty in 

case of delays, or bonus payment in the event of early completion. Resultantly, logical 

formulation of TCTP is extended to include the incentive payment as well as delay penalty and is 

implemented as follows: 

 
1

minimize ( )
n

i d bon bon pen peni
C dc TC T x C x C
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subject to, 
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 , {0,1} 1bon pen bon penx x and x x    (5) 

where; C = total project cost; dci = direct cost of i-th activity; n = total number of activities 

including the start and finish milestones; T = total project duration; 𝐶𝑑 = amount of daily indirect 

cost; Td = desired completion time; Cbon = daily bonus payment; Cpen = daily delay penalty; xbon 

and xpen = cost component selection variables; and LFn = late finish time of the last (n-th) 

activity, i.e., finish milestone. It should be noted that Eq. (1) and thus the method presented in 

this study involves no steps to clamp the total penalty to a maximum amount. 

The proposed method determines the activity times – including LFn used in Eq. (2) – 

according to the following conditions: 

 1ES =1 (6) 
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subject to, 

 EF ESi i id   (8) 
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 {1,..., }; ( ) ( ); {1,..., ( )}; ( ) ( ); {1,..., ( )}i n s a S i a S i p b P i b P i           (11) 

where; FS = finish-to-start relationship; SS = start-to-start relationship; SF = start-to-finish 

relationship; ES1 = early start of the first activity; ESs(a) = early start of a-th successor; ESi = 

early start of i-th activity; EFi = early finish of i-th activity; LFp(b) = late finish of b-th 

predecessor; LFi = late finish of i-th activity; LSi = late start of i-th activity; ls(a) = lag time of a-

th successor; lp(b) = lag time of b-th predecessor; ds(a) = duration of a-th successor; dp(b) = 

duration of b-th predecessor; di = duration of i-th activity; s(a) = a-th successor; S(i) = set of 

immediate successors for i; p(b) = b-th predecessor; and P(i) = set of immediate predecessors for 

i. 

 

3. Simulated Annealing-based Hybrid Genetic Algorithm (HGA) for Discrete Time-Cost 

Trade-Off Problem 

In this section a background on GA ensues the description of the hybrid GA-based approach 

proposed for discrete TCTPs. 

 

3.1 Genetic Algorithm (GA) 
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Genetic Algorithm (GA) has been the subject of the well-established research domain of 

optimization ever since it was originally proposed by Holland [34] and has often been 

specifically tweaked for addressing various problems. For instance, Namazian et al. [35] 

combined goal programming and GA for project selection and scheduling; Akhbari [36] 

embedded GA to four other meta-heuristics to solve resource-constrained project scheduling 

problem; Erden et al. [37] presented a PSO with GA operators for solving integrated process 

planning dynamic scheduling and due date assignment problem; and Esmailnezhad and Saidi-

Mehrabad [38] used GA for stochastic supply chain scheduling. 

GA is the precursor of the nature inspired optimization algorithms that set a trend for later 

advancements. It was inspired by the natural evolution and the process of natural selection. Akin 

to more recent evolutionary algorithms, selection, crossover, and mutation are the main operators 

of GA. Chromosomes are used to portray solutions to problems by holding information about 

each design/decision variables, referred to as genes. GA evaluates the fitness of each individual 

in the population using a fitness (objective) function. For improving poor solutions, the best 

solutions are chosen randomly with a selection (e.g., roulette wheel) mechanism. 

Albayrak and Ozdemir [39] by making a comprehensive review on meta-heuristic methods 

for TCTPs indicated that GA has kept its preference and continues to be practiced by applying 

some modifications and/or hybridization techniques. Numerous researches implementing GAs 

for TCTPs suggest GA to be a potent and efficient procedure [9,13,40]; however, number of 

studies on large-scale TCTPs with general relationships is very limited if not null. Aiming at this 

point, this paper presents a GA-based method for the large-scale TCTPs that incorporate diverse 

activity relations. In the proposed GA approach, chromosomes will form the potential solutions 

to the problem while each gene will define the selected time-cost alternative for the 
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corresponding activity in the chromosome sequence. Chromosomes of the initial population will 

be generated following a random scheme, among which the candidates to survive are identified 

using the roulette-wheel method. 

 

3.2 Genetic Algorithm for Discrete Time-Cost Trade-Off Problem 

In real-life projects the time-cost relations are seldom continuous linear. Rather, execution 

alternatives are available in a discrete space. In addition, by utilizing discretization, any time-cost 

function can be estimated [41]. Due to these very reasons, GA-based approach presented in this 

paper is designed to unravel the discrete version of TCTP. 

Initially, the members of the first population are generated by random assignment of time-

cost alternatives. Logical sequencing of the activities for the generated chromosomes is 

established according to Eqs. (6)-(11). Thereby, the objective function for each chromosome is 

evaluated based on the obtained schedule and by using Eqs. (1)-(5). Thereafter, fitness is 

evaluated for the candidate solutions according to Eqs. (12)-(14). 

 1max{ ,..., }NM C C  (12) 

 
j jf M C   (13) 

 {1,..., }j N   (14) 

where, Cj = objective function value (i.e., total project cost) of j-th chromosome; M = largest 

objective function value among the population; and fj = fitness function value of j-th 

chromosome. As depicted before, roulette wheel selection method is implemented to give greater 

chance to the survival of the fitter individuals, i.e., those with lower objective function values 

using Eq. (15). 
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where; Pj = probability of selection of j-th chromosome based on the roulette wheel selection 

technique. Expected count given in Eqs. (16) and (17) is evaluated which secures discarding the 

chromosomes with lower probability values and duplicating those with higher probabilities. 
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where; favg. = the average fitness function value of the population; and ECⅉ  = the expected count 

function of j-th chromosome. Hereafter, reproduction starts by selecting the chromosomes with 

high fitness values and using expected counts for discarding low-fit chromosomes. 

Of the fundamental operations for genetic reproduction, crossover operates between two 

randomly selected chromosomes. Crossover swaps genes between the selected individuals to 

produce a better offspring. Generally, crossover operation is not applied to all pairs of selected 

individuals. The selection of pairs is made by assigning a random number, Rc, between [0,1] to 

each chromosome and then comparing it with the preset crossover probability value, Pc, which 

typically ranges between 0.60 and 1.0. Crossover operator kicks in only if Rc becomes smaller 

than or equal to Pc. In case the crossover is not applied, parents duplicate for producing 

offspring. In this step, another measure, Eq. (18), is taken to guarantee only the worst 

chromosomes in the population get replaced by fitter reproduced chromosomes in the crossover 

operation. As a result of this controller, chromosomes produced through crossover will be 

discarded if they yield lower fitness values; otherwise, they will replace their parents. 



12 

 

 
0

,

j jcif f f Accept
Crossover Operation

Otherwse Reject





 (18) 

where; fj0 = fitness function value of j-th chromosome before crossover operation; and fjc = 

fitness function value of j-th chromosome after crossover operation. Subsequent to reproduction 

through crossover operation, the population might shrink due to low-fit chromosomes being 

discarded. In this study, population size will be calibrated after the crossover operator according 

to Eqs. (19) and (20). 

 
Parent OffspringN N N    (19) 

 
0

,

if N Dismiss
Population Size Calibration

Otherwse Calibrate

 



 (20) 

With respect to condition (20), chromosomes reproduced in the crossover operation will be used 

to make up for any deficiencies in the population size. For calibration, first, all the chromosomes 

– reproduced prior to and after crossover operation – will be sorted in descending order with 

respect to their fitness values and then the first NParent number of chromosomes will be preserved. 

Following crossover, the mutation operation is performed on a gene-by-gene basis to 

promote the diversity of the population. The mutation rate, Pm, is considered to adjust the 

probability of a change in the values of genes in a chromosome. The mutation operation process 

is done by assigning a random number, Rm, between [0,1] to each gene in chromosomes and 

comparing these randomly assigned values with the predetermined mutation probability value. 

Should Rm of a gene be smaller than or equal to Pm, it will be nominated for the mutation; 

otherwise, the mutation will be rejected. The choice of Pm value plays a chief role in the behavior 

of GA. A large value of Pm converts the GA into a purely random search algorithm. At the same 

time some mutation is desired by selection of non-zero values for Pₘ to prevent the early 

convergence of GA to suboptimal solutions. The value for this parameter can be achieved 
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according to Eq. (21) – multiplicative inverse of the number of activities – while clamping the 

obtained results to the feasible range [0.005, 0.05] as recommended by Srinivas and Patnaik
 
[42]. 

 1
mP

n
  (21) 

where; n = number of genes in a chromosome (i.e., number of activities). 

 

3.3 Simulated Annealing-based Hybrid Genetic Algorithm (HGA) 

As discussed earlier, GA is shown to successfully perform in many engineering fields as it has 

the potential to help decision-makers locate optimal solutions for complex large-scale problems. 

GA’s strength lies within its implicit parallelism and keeping only useful information from 

previous generations. It facilitates generations of high-quality solutions by capturing and 

modifying components of existing good solutions through crossover and mutation operators. On 

the other hand, GAs might lose direction as their operators are susceptible to discarding useful 

solutions. Immature early convergence of GA mainly stems from this very characteristic. 

It has also been observed that utilization of sole-GAs for optimization purposes may require 

high iteration counts for achieving adequate results. In this respect, some complementary 

computation methods can be applied to increase the convergence capabilities of GA for escaping 

the local optima which ultimately will lead to shortened computation time as well. In a 

pioneering study hereof, Bettemir [43] presented hybridized GAs with improved convergence 

capabilities for TCTP. Hybrid GAs were developed by integrating Simulated Annealing (SA) 

and Quantum SA (QSA) into GA which were shown to exhibit better performance while 

requiring less computation time. In a more recent study, Sonmez and Bettemir [11] performed 

optimization of discrete TCTP using an improved hybrid strategy – named HA – in which GA 

was combined with both SA and QSA. SA is a probabilistic meta-heuristic algorithm inspired by 
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the cooling schedule of alloys subjected to tempering. In higher temperatures, molecules can 

move freely in any direction; as the alloy cools down, the movement of the molecules gets 

restricted depending on the temperature [44,45]. By taking advantage of the cooling schedule 

and local selection concept of SA method, an interaction can be established between SA and GA 

reproduction mechanism. A naturally parallel evaluation structure can be obtained by merging 

the foregoing algorithms. This will help shorten the computation time since SA will reject 

mutations leading to inferior solutions as the algorithm progresses toward larger iteration 

numbers [11,46]. Such a hybrid approach maintains the generality of GA and can easily be used 

to solve various optimization problems [47]. In light of these points, the principles of SA are 

benefitted herein to develop a hybrid GA for solving multi-mode discrete TCT problems. 

As a result, the GA-based hybrid strategy presented in this paper – hereafter referred to as 

HGA – accepts mutations leading to better offspring chromosomes. Acceptance or rejection of 

bad mutations, on the other hand, is regulated as per the condition given in Eqs. (21)-(22). 

 
0j jm jf f f    (22) 
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 (23) 

where; fj0 = fitness function value of j-th chromosome before mutation operation; fjm = fitness 

function value of j-th chromosome after mutation operation; Rβ (j) = a random number between 0 

and 1 assigned to j-th chromosome; β = Boltzmann Constant used to set the rate of cooling; and t 

= current iteration number. A flowchart is shown in Fig. 1 to further elaborate the optimization 

procedure of HGA. As seen in the flowchart, per each chromosome the schedule process of HGA 

determines the activity times as well as the total project duration, T, according to the method 

discussed in section 2.2. 
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[Figure 1] 

 

4. Computational Experiments 

Computational experiments are conducted to validate the performance of the proposed HGA 

method using benchmark instances. A real-life construction project with over four hundred 

activities, with generalized precedence relationships is also used to demonstrate the real-life 

applicability and effectiveness of the developed method. The proposed strategy is coded in C# 

programming language and compiled using Microsoft Visual Studio 2019. All of the tests are 

carried out on a computer with an Intel Core i7-8550U CPU @ 1.80 GHz. Due to the inherent 

randomness of the proposed HGA model, it is executed ten consecutive times for each problem 

and the Average Percent Deviation (APD) from the global optimum is reported in percentages. 

 

4.1 Parameter Configuration of HGA 

It is well documented that the meta-heuristics are sensitive to parameter settings [10,11,13,48–

50] and HGA is not an exception to this. Therefore, pilot experiments that include different 

combinations of low and high levels are conducted to tune the parameters by finding the best 

compromise between the solution quality and the processing time. Population size (N) between 

5n to 3,000 is recommended to be used with regard to the complexity of the network and the 

number of activities. It is to be noted that for the larger and more complex problems higher 

values might be preferred at the cost of added CPU time. Similarly, iteration number (tmax) 

ranging from 1.75n to 500 is experienced to yield acceptable solutions; naturally though, larger 

problems suggest using larger values for this parameter. Table 1 summarizes the recommended 

ranges of values for all the parameters. 
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[Table 1] 

As given in Table 1, since medium- to large-scale problems have significantly larger 

solution spaces than small-scale problems, larger values are assigned for the population size and 

iteration number parameters. Similarly, due to the larger dimension of the solution space, 

increasing Boltzmann constant by 20% is experienced to prevent HGA from getting stuck into 

the local optima as higher values for this parameter can improve exploration capabilities by 

promoting the selection of bad mutations. 

 

4.2 Test Instances 

Well-studied benchmark instances containing various combinations of lag/lead times and logical 

relationships are used for experimental tests. In addition, data of a real-scale construction project 

is used to introduce a new test example and is fed into HGA. For comparison purposes, optimal 

solutions of the benchmark instances are also obtained from the literature. Performance of HGA 

is evaluated not only based on APD from the optima but also with respect to its convergence 

speed over every instance used. 

 

4.2.1 Small-Scale Instances 

The first set of experimental tests are carried out using a well-known benchmark problem that 

consists of 29 activities with up to three time-cost alternatives. This problem was originally 

introduced by Chassiakos and Sakellaropoulos [51] as a highway upgrading project. Later, 

Sonmez and Bettemir [11] slightly modified this problem by relaxing the external constraints 

that limited the activity execution times. In the present work, the modified version of Sonmez 

and Bettemir [11] has been adopted. Activity table outlining the precedence relationships as well 
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as the activity time-cost alternatives of the 29-activity problems is given in Table 2. Fig. 2 

demonstrates the Activity-on-Node (AoN) diagram of this project and the critical path associated 

with the normal schedule, i.e, when ‘Mode 1’ is selected for all the activities. Different time-cost 

combinations of this problem allows for creation of 8.3×10
9
 particular schedules. The 29-activity 

instance is studied under two different conditions known as 29A and 29B. For 29A problem the 

indirect cost is assumed as €1,200/day, while, for the 29B problem, in addition to the same rate 

of daily indirect cost, delay penalty of €1,500/day and incentive payment at a rate of €500/day 

applies for a maximum desired completion duration of 240 days. 

[Table 2] 

[Figure 2] 

 

4.2.2 Medium- to Large-Scale Instances 

The 29-activity problem described in Section 4.2.1 was used by Sonmez and Bettemir [11] as the 

basis for generation of two larger instances, namely, 290A and 290B problems. Sonmez and 

Bettemir [11] have constructed the 290-activity network by cloning AoN diagram presented in 

Fig. 2 nine times and relating the ten projects using Finish-to-Start (FS) type of relationships. As 

a result, 290A and 290B problems have been constructed based on problems 29A and 29B, 

respectively. 290-activity problems are studied using the same assumptions mentioned in section 

4.2.1 while a desired completion duration of 2,400 days is set for 290B problem. In addition to 

the problems obtained from the literature, an actual construction project has been also used to 

demonstrate the potential of the proposed method. As mentioned earlier, only a few studies have 

exercised problems incorporating the generalized logical relationships with realistic overlapping 

among the activities. Notwithstanding the limited number of test problems in this domain, this 
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study takes on the task of exerting an optimization method capable of tackling an actual 

construction project with properly overlapped activities. Based on what has been discussed 

above, an actual construction project with over four hundred activities and generalized 

precedence relationships is modelled and used as one of the test instances. 

The project under consideration has been officially handed over to the client. Project scope 

contained six identical 25-storey residential buildings each with a total area of 25,000 m
2
; 

though, only one of the repeated buildings is used during the analysis since they all share the 

same schedule and are associated with the same sets of execution modes. The project data have 

been retrieved from the prime contractor and processed into a useful form. The collected data 

include information related to all the phases from site preparation to the final hand-over of the 

building. The type of project data compiled as well as their sources include: (i) network logic 

from the baseline project schedule, (ii) activity time-cost modes from the bids of the contractors 

and quotations of the vendors, (iii) agreed completion time and the associated rate of delay 

penalty from the contract agreement, (iv) actual total project cost from the priced Bill of 

Quantities of the awarded tenderer, and (v) actual total project duration from the certificate of 

final completion. 

Activity table covering the general precedence relationships of 447 activities and their time-

cost modes can be found in Ahmed [52] which is not repeated here for the sake of brevity. Per 

the baseline schedule, for some activities, lag time or lead time concepts have also been used to 

secure the time to be delayed or to be advanced, respectively. Time-cost modes comprise the 

actual time and cost spent to execute the tasks as well as the bids offered by alternative 

subcontractors. Not all the activities include multiple time-cost modes due to direct 

execution/procurement by the employer. It should also be noted that, for all the activities the first 
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time-cost mode represents the actual time and cost spent for execution of the corresponding 

activity. 

Table 3 summarizes the major phases of case project and the total direct costs associated 

with them. Start and finish dates of the major phases are also provided in Table 3. As can be seen 

from the table, the actual direct costs add up to $17,499,043. Start and finish dates of the project 

implies a total project duration of 766 calendar days. Though, a total duration of 684 working 

days is determined according to the calendar assigned to the project. This duration in working 

days will form the basis for experiments. Project indirect costs, on the other hand, are often 

assessed for the entire project rather than individual activities. For this purpose, a single rate is 

determined for the daily indirect cost by uniformly distributing the total indirect cost over the 

project makespan. The total indirect cost for this project is calculated by collecting all the 

indirect costs spent on principal items as listed in Table 4. This figure is then used to determine 

the rate of the daily indirect cost as: $812,590 $1,188
684

 . In addition, as per the contract 

clauses, a delay penalty of $50,000/day applies if the project completion duration exceeds 684 

days. As a result, a total sum of $18,311,635 was spent on the case project since it was 

completed within the desired duration of 684 days. 

[Table 3] 

[Table 4] 

 

4.3 Results and Performance Evaluation 

In this section a series of computational experiments performed via the proposed HGA algorithm 

for optimization of five challenging instances, namely, 29A, 29B, 290A, 290B, and a 447-

activity problem is elaborated. For 29-activity-based problems, the optimal costs are drawn from 
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the literature and the quality of the results located by HGA are compared with the solutions of 

state-of-the-art methods. These methods include GASA (GA with SA), GMASA (Genetic 

Memetic Algorithm with SA), and GASAVNS (GA with SA and Variable Neighborhood 

Search) of Bettemir [43], as well as Hybrid Algorithm (HA) of Sonmez and Bettemir [11]. 

GASA is a GA in which the acceptance of mutation is under the control of SA. GMASA, on the 

other hand, combines GA, SA, and memetic algorithm (MA) to improve the local search 

capabilities of the GA. Memetic algorithm provides GMASA with a more systematic approach 

for performing the mutation process through mutating the genes in a sequential manner rather 

than a completely random gene selection. GASAVNS contrasts with the methods mentioned 

above as it merges GA and variable neighborhood search (VNS) to improve the convergence 

capabilities of GA. Instead of following a trajectory, VNS aids GA to systematically change its 

search neighborhood and to explore increasingly distant regions in the solution space. Lastly, HA 

uses SA to decide whether to accept or reject a bad mutation. Furthermore, this method 

incorporates a mutation acceptance criterion analogous to quantum fluctuations. Unlike SA, 

quantum SA (QSA) uses tunneling field strength rather than temperature to enhance the local 

search characteristics of GA. Due to its practical importance, computational time requirements of 

the noted time-cost optimization methods are also included in the performance evaluations. 

 

4.3.1 Small-Scale Instances 

29A and 29B time-cost trade-off problems are optimized using HGA and the obtained 

results are summarized in Table 5. Figs. 3 and 4 illustrate the minimum total cost achieved by 

HGA per each iteration for problems 29A and 29B, respectively. It can be observed from the 

figures that at the initial stages, HGA has taken huge leaps toward better solutions as it is 
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encouraged to perform spatially more extensive explorations at this stage; afterwards, HGA has 

improved the solutions rather gradually as it is designed to increase exploitation towards the final 

rounds of iterations. Due to the stochastic nature of the proposed HGA, it is executed ten 

consecutive times for each problem and the APD from the global optima is measured. The exact 

solutions for 29A and 29B problems are taken from Sonmez and Bettemir [11] as €1,226,200 for 

236 days and €1,220,700 for 221 days, respectively. Using the exact solutions, performance of 

HGA over 29-activity problems is compared with GASA, GMASA, and GASAVNS of Bettemir 

[43] and HA proposed by Sonmez and Bettemir [11]. As given in Table 5, the proposed method, 

similar to GASA and GMASA methods, locates the global optimum solutions for 29A and 29B 

instances in all of the ten experimental trials. As seen in Table 5, HGA outperforms GASAVNS 

with respect to the average solution quality across ten consecutive runs as GASAVNS has APD 

percentages of 0.09 and 0.03 for 29A and 29B instances, respectively. In addition, HGA proves 

to be more efficient than the existing state-of-the-art SA-based GAs, since, it converges to global 

optima within 0.22 seconds for both the problem variants; whilst, it takes 5 to 8 seconds for the 

methods presented in Bettemir [43] and 2 seconds for Sonmez and Bettemir’s [11] approach to 

solve the same problems. SA component is found to significantly improve the convergence 

capabilities of HGA by locating higher quality solutions with lower APD values. In fact, 

inclusion of SA helps GA find the global optimum for both variants of 29-activity problem and 

thus reduces APD from 0.20% and 0.16% to nil for 29A and 29B problems, respectively. 

[Table 5] 

[Figure 3] 

[Figure 4] 
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4.3.2 Medium- to Large-Scale Instances 

Time-cost optimization of 290A and 290B problems is performed using HGA and the 

optimization results are tabulated in Table 6. In Figs. 5 and 6 the minimum total costs found by 

HGA are plotted against the corresponding iteration numbers for problems 290A and 290B, 

respectively. Raising Boltzmann constant value to 1.2 has limited the elimination of harmful 

mutations particularly towards the final iterations. This, in turn, has facilitated exploration of 

some unvisited portions of the search domain and has helped HGA to untrap itself from the local 

optimum points. For each exercised instance, the solutions clustered along the convergence curve 

roughly reveal an approximation of the time-cost curve. Due to the inherent randomness of the 

proposed HGA model, APD from the exact solution is measured based on ten consecutive runs. 

For the ten times duplicated versions of 29-activity problem, i.e., 290A and 290B, the exact 

solutions are drawn from Sonmez and Bettemir [11] as €12,262,000 for 2,360 days and € 

12,207,000 for 2,210 days, respectively. Performance of HGA over 290-activity problems is 

evaluated against GASA, GMASA, and GASAVNS presented by Bettemir [43] and HA of 

Sonmez and Bettemir [11]. The results provided in Table 6 continue to support robustness of 

HGA since it is shown to be able to find high-quality solutions for 290A and 290B with 

extremely slim deviations of 0.01% and 0.03% from the optima, respectively. HGA is 

experimented to find significantly better solutions than the ones reported in Bettemir [43] with 

larger APDs ranging from 4.68% to 5.15%. In the same fashion, HGA excels the existing state-

of-the-art method of Sonmez and Bettemir [11] with respect to solution quality as HA obtains 

solutions with larger APD percentages of 0.74 and 0.43 for 290A and 290B problems, 

respectively. Moreover, it takes less than 13 minutes for HGA to unravel the 290-activity 

problems with the parameter setting discussed in section 4.1. Though, results of GASA, 



23 

 

GMASA, GASAVNS, and HA provide no grounds for comparing the convergence speeds since 

processing times for these problems have not been reported. 13 minutes can nevertheless be 

considered as an acceptable CPU time for tackling relatively large problems with complicated 

logics. 

[Table 6] 

[Figure 5] 

[Figure 6] 

The results summarized in Tables 5 and 6 reveal that the HGA method proposed in this 

study is able to locate better solutions than the ones reported in the existing state-of-the-art 

methods. Among the previous methods, GMASA, GASAVNS, and HA engage various 

techniques to improve the performance of SA-based GAs; whereas, GASA takes a similar 

approach to HGA  for regulating the acceptance of mutation by solely integrating SA to GA. 

Despite the similarities between GASA and HGA, they administer different GA selection and 

reproduction strategies. As given in Eqs. (12) to (17), HGA uses expected count and roulette 

wheel as the reproduction and selection strategy while in GASA, only (elitist) roulette wheel 

selection is implemented. It is important to note that the expected count is used to guide the 

algorithm in selection of potentially more useful chromosomes for further processing in the 

mating and reproduction process. Superior performance of HGA is chiefly attributed to the 

employed selection and reproduction strategies as well as rigorous tuning of the parameters. 

Since, as discussed in section 4.1, it is well documented that the meta-heuristics (including GA 

and its variants) are sensitive to parameter settings. Therefore, defining adequate parameter 

values by taking into account the complexity of the problems have contributed to the improved 

performance of the presented SA-based GA. Inclusion of the SA component is experienced to 
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contribute to a drop from 0.22% to 0.01% in APD value for 290A problem and a drop from 

0.24% to 0.03% in APD for 290B variant. 

Ultimately, HGA is experimented for time-cost optimization of the 447-activity case project 

and the results of the analysis are provided in Table 7. Fig. 7 demonstrates the minimum total 

cost obtained by HGA per each iteration for this project. As can be seen from the figure, more 

exploitation and less exploration is promoted toward the latter stages of the optimization. This 

pattern can mainly be attributed to the cooling schedule of the integrated SA method. 

[Table 7] 

[Figure 7] 

As can be seen from Table 7, HGA requires an average processing time of 16 minutes to 

tackle the 447-activity case project with the parameter configuration given in Table 1. The 

average performance of HGA over ten runs reveal that in all the experiments it has been able to 

locate a solution with a total cost of $16,548,248 for a total duration of 684 days. HGA is shown 

to be capable of providing a solution with a total cost less than the actual budget of $18,311,635 

spent on the project. In other terms, due to the $1,763,387 cost difference, a considerable saving 

of almost 10% would have been possible should an optimization method such as HGA have been 

used by the decision makers. In like manner, by applying the same technique to all the six 

identical 25-storey residential buildings, the owner could have saved north of $10.5 million for a 

project with an estimated budget of $110 million. Table 8 shows the chromosome structure of the 

best solution found by HGA for the actual case project. Separated by commas, the values in the 

string designate the mode selections for every 447 activity. 

[Table 8] 
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As discussed, HGA is capable of reducing the total cost of the case project approximately by 

10% with a total duration of 684 days, equaling the actual makespan of the project. In other 

terms, minimization of cost is facilitated by clever selection of modes and in turn consuming the 

total slack time of the network, at the cost of decreased schedule flexibility [53]. More 

specifically, a portion of the schedule flexibility is consumed by reducing the overall slack time 

by 2.79% (i.e., 2,665 days) in the optimal solution. HGA manages to capture the optimum cost 

typically by determining the best combination of time-cost alternatives. HGA is also found to 

best the performance of plain GA by providing better results with lower deviations from the best 

solution located (i.e., 684 days and $16,548,248). APD values of 0.98% and 0.46% are 

calculated for results of GA and HGA, respectively. Therefore, it can be concluded that SA 

contributes to at least halving the deviations for this problem. 

Computational experiments on four standard benchmarks and a case project demonstrate 

that the suggested method is robust and competitive, since it either locates new best-known 

solutions or repeats the existing optimal solutions for the well-studied time-cost trade-off 

problems with generalized logic in a reasonable processing time. 

 

5. Conclusions 

Striking a proper balance between the project cost and duration is a complicated and 

computationally challenging problem and even moreso for large-scale real-life projects. A large 

body of the literature has hitherto been dedicated to development of optimization methods for 

this problem, referred to as time-cost trade-off problem (TCTP). In spite of this, only a few of the 

existing methods can be extended to real-life applications. This largely stems from the fact that 

the majority of existing methods lack the ability to tackle TCTPs with the generalized logic. 
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Generalized precedence relationships, meanwhile, play a pivotal role in introducing a certain 

degree of parallelism and securing a realistic overlapping among the project activities. Aiming at 

this research gap, this study contributes to both researchers and professionals by presenting an 

optimization algorithm capable of unraveling large-scale projects with any type of precedence 

relationship. To this end, a Hybrid Genetic Algorithm (HGA) is proposed since classical GAs 

tend to require large number of iterations to achieve adequate results and that they are more 

susceptible to getting trapped into local optima. 

Capabilities of HGA is experimented over a wide range of problems. The performance of 

the proposed method is compared with the existing state-of-the-art approaches on four standard 

benchmarks. The results demonstrate that the suggested method is robust and competitive, since 

it either locates new best-known solutions or repeats the existing optimal solutions for the well-

studied TCTPs with generalized logic in a reasonable processing time. HGA proves to be more 

efficient than the existing methods since it converges to the global optima faster. In addition to 

the test instances available in the literature, an actual construction project including over four 

hundred activities and generalized precedence relationships has been also used to demonstrate 

the real-life applicability and effectiveness of the proposed method. Selection of the execution 

modes identified by HGA is shown to contribute to a considerable saving compared with the 

experience-based decisions made by the experts. It is realized that for the actual construction 

project, HGA is able to capture a solution with a much lower total cost than what has actually 

been spent on the project. It is concluded that a saving of almost 10% would have been possible 

should an optimization model such as HGA have been used by the decision makers earlier, 

especially during the planning stage. Quality of the solution obtained by HGA for the real project 
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firmly suggests that this technique can come to the aid of decision makers and project managers 

in proper selection of different construction methods. 
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Figure Captions 

Figure 1: Flowchart of the proposed HGA 

Figure 2: Activity-on-Node (AoN) diagram of the 29-activity problem 

Figure 3: Total cost versus iteration number for 29A problem 

Figure 4: Total cost versus iteration number for 29B problem 

Figure 5: Total cost versus iteration number for 290A problem 

Figure 6: Total cost versus iteration number for 290B problem 

Figure 7: Total cost versus iteration number for 447-activity case project 
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Table Captions 

Table 1: Parameter configuration of HGA 

Table 2: Activity table for 29-activity problem [11] 

Table 3: Total direct cost for 447-activity case project 

Table 4: Total indirect cost for 447-activity case project 

Table 5: Performance comparison over 29-activity problems 

Table 6: Performance comparison over 290-activity problems 

Table 7: Results achieved by HGA for 447-activity case project 

Table 8: Chromosome structure of the best solution for 447-activity case project  

  



37 

 

Table 1: Parameter configuration of HGA 

Parameter 
 

Description 
 Factor level  Selected value 

Low High  Small-scale Medium- to Large-scale 

N  Population size  5n 3,000  5n 3,000 

tmax  Iteration number  1.75n 500  1.75n 500 

β  Boltzmann constant  1.0 1.2  1.0 1.2 

Pc  Crossover rate  0.8 1.0  0.8 0.8 

Pm  Mutation rate  1/n ‘or’ 0.005 1/n ‘or’ 0.05  1/n 0.005 
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Table 2: Activity table for 29-activity problem [11] 

Activity Predecessor(s) Mode-1 Mode-2 Mode-3 

  Dur. 

(Day) 

Cost 

(€1,000) 

Dur. 

(Day) 

Cost 

(€1,000) 

Dur. 

(Day) 

Cost 

(€1,000) 

1 - 15 60 12 68 - - 

2 1SS+5,1FF+0 25 30 20 38 15 44 

3 1SS+10,1FF+3,2SS+10,2FF+3 25 50 20 54 15 60 

4 3FS+0 12 17 9 21 - - 

5 4FS+0 6 3 - - - - 

6 1FS+0 12 27 9 32 - - 

7 6SS+0,6FF+0 6 8 - - - - 

8 7FS+0 20 44 15 48 12 54 

9 4FS+0,8FS+0 12 15 9 22 - - 

10 5FS+0,9FS+0 6 3 - - - - 

11 5FS+0,10FS+0 1 0.5 - - - - 

12 11FS+0 25 95 20 105 15 109 

13 12SS+6 15 34 12 41 9 51 

14 12FF+8,13FF+8 12 9 9 13 - - 

15 12SS+6,12FF+0,14FS-6,14FF+10 25 30 15 38 12 42 

16 15SS+10,15FF+0 40 78 35 85 30 90 

17 15FS-10,15FF+0 25 23 20 26 12 35 

18 15FS+0 20 14 15 18 12 24 

19 15FS+12 25 14 20 19 15 24 

20 17SS+10,17FF+5 20 38 15 42 -          - 

21 16FS-10,16FF+0,20SS+12,20FF+2 40 42 35 50 30 58 

22 21SS+15,21FF+2 40 36 30 48 25 56 

23 22FS-15,22FF+0 40 65 35     74 25 79 

24 23SS+15,23FF+5 9 7 -          - - - 

25 23FS-10,23FF+0 25 45 20 51 15 59 

26 25FS-10,25FF+0 25 50 20 58 15 64 

27 26FS-10,26FF+0 30 60 25     72 20 78 

28 27FS-10,27FF+0 12 9 9 13 7 18 

29 18FS+0,19FS+0,24FS+0,28FS+0 1 0.5 - - - - 
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Table 3: Total direct cost for 447-activity case project 

Major Project Phases  Total Direct Cost ($)  Start Date  Finish Date 

Construction Works  5,853,926  12/04/2012  08/02/2014 

Electrical Works  1,728,333  20/04/2012  12/04/2014 

Mechanical Works  2,265,613  17/02/2013  12/04/2014 

Finishing Works  7,583,803  30/08/2012  17/05/2014 

Other Work Items  67,368     

Total  17,499,043  12/04/2012  17/05/2014 
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Table 4: Total indirect cost for 447-activity case project 

Item  Indirect Cost 

Engineering staff  $295,550 

Company lawyer  $126,500 

Administration  $182,275 

Laboratory staff  $65,550 

Electricity, water, gasoline, etc.  $142,715 

Total $812,590 
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Table 5: Performance comparison over 29-activity problems 

Instance 

 
GASA*  GMASA*  GASAVNS*  HA** 

 HGA 

(this study) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

29A  0.00 5.00  0.00 8.00  0.09 8.00  0.00 2.00  0.00 0.22 

29B  0.00 5.00  0.00 8.00  0.03 8.00  0.00 2.00  0.00 0.22 

* Bettemir [43] 

** Sonmez and Bettemir [11] 
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Table 6: Performance comparison over 290-activity problems 

Instance 

 
GASA*  GMASA*  GASAVNS*  HA** 

 HGA 

(this study) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

 
APD 

(%) 

CPU 

Time 

(S) 

290A  5.15 -  4.98 -  4.91 -  0.74 -  0.01 12.40 

290B  4.99 -  4.75 -  4.68 -  0.43 -  0.03 11.86 

* Bettemir [43] 

** Sonmez and Bettemir [11] 
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Table 7: Results achieved by HGA for 447-activity case project 

No. of 

Runs 

Conditions Best Solution 
Avg. CPU 

Time (Min) Cd 

($) 

Cbon 

($) 

Cpen 

($) 

Td 

(Day) 

Total Cost 

($) 

Total Duration 

(Day) 

10 1,188 0 50,000 684 16,539,149 684 16.00 
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Table 8: Chromosome structure of the best solution for 447-activity case project 

Selected Time-Cost Modes for Activities 1 to 447 

1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,2,2,1,1,1,1,1,2

,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,1,

1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1

,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,1,1,1,1,1,1,1,1,1,1,1,1,

1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,3,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,3,2,1,1,1,1,1,1,1,1,1,1,1,1,1

,1,1,1,1,1,1,1,1,1,3,3,3,3,3,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,

1,1,1,1,1,2,2,2,2,2,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2

,2,2,2,2,1,2,1,3,2,1,1,1,2,2,1,1,1,3,2,1,1,1,1,1,1,3,3,3,3,3,1,2,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1,1 
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Figure 1: Flowchart of the proposed HGA 
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Figure 2: Activity-on-Node (AoN) diagram of the 29-activity problem 
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Figure 3: Total cost versus iteration number for 29A problem 
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Figure 4: Total cost versus iteration number for 29B problem 
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Figure 5: Total cost versus iteration number for 290A problem 
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Figure 6: Total cost versus iteration number for 290B problem 

  

12,150,000

12,250,000

12,350,000

12,450,000

12,550,000

12,650,000

12,750,000

12,850,000

12,950,000

0 100 200 300 400 500 600

T
o

ta
l 

C
o

st
 (

€
) 

Iteration Number 



 

51 

 

 

Figure 7: Total cost versus iteration number for 447-activity case project 
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