Position synchronization for an uncertain teleoperation system with time delays using $L_1$ theory

B. Yazdankhoo$^a$, F. Najafi$^{a,*}$, M.R. Ha’iri Yazdi$^{a,c}$, and B. Beigzadeh$^b$

a. School of Mechanical Engineering, College of Engineering, University of Tehran, Tehran, P.O. Box 14995-7134, Iran.
b. Biomechatronics and Cognitive Engineering Research Lab, School of Mechanical Engineering, Iran University of Science and Technology, Tehran, P.O. Box 16765-163, Iran.
c. Department of Mechanical Engineering, Lassonde School of Engineering, York University, Toronto, Canada.

Received 22 October 2021; received in revised form 6 May 2022; accepted 28 November 2022

Keywords
Telemoperation; $L_1$ theory; State-feedback controller; Time delay; Linear Matrix Inequality (LMI); Sliding mode controller.

Abstract. The problem of position tracking in teleoperation systems equipped with latencies and dynamical uncertainties was addressed in this study. In many applications, such as telesurgery, safe interaction with the external environment is a factor that may undermine the synchronization of the positions. In the case of nondestructive contact with the environment, in addition to an errorless steady-state position tracking, the closed-loop system requires a response with the least possible overshoot. To this end, a state-feedback controller based upon $L_1$ theory was proposed in this paper. The compensator was synthesized using Linear Matrix Inequality (LMI) technology, and the asymptotic stability of the system was verified through Lyapunov-Krasovskii functional. Considered its advantage, the proposed control scheme is robust to asymmetric randomly varying time delays in the communication channels. The $L_1$-based controller was finally compared to the well-known sliding mode controller through simulation, and it proved to outperform its counterpart from the maximum error point of view while preserving low steady-state error. The proposed controller was also proved to be effective even in the presence of model uncertainties.
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1. Introduction

Control of teleoperation systems has always been a major challenge due to the existing latencies, packet loss, etc. imposed by communication channels. Although the recent advent of 5G network technology has led to a marked improvement, especially in time delay reduction [1]. This issue might not be conceived of as thoroughly mitigated since, for instance, communication with other planets is still subject to time delay.

Various methods have been proposed in the literature concerning how to control the delayed teleoperation systems [2]. The sliding mode control was proposed as a promising approach, especially when integrated with other methods such as impedance control for the purpose of force control [3] or when used as a means of disturbance rejection [4]. Adaptive control methods have also been widely used in teleoperation systems [5]. They have been applied both in the classical form, such as model-reference adaptive control [6], and in more modern forms in combination with other control approaches, such as passivity-based [7] and model predictive [8] control.

Predictive control has been another widely used approach in recent years [9]. It has been applied to both
sides of a teleoperation system: to the operator side as model-mediated teleoperation [10] and to the teleoperator side to predict the human motion before/after transmitting it through communication channel, with either constant known time delays [11] or both constant and variable but unknown time delays [12].

Robust control is another approach that maintains its stability in the presence of uncertainties and external disturbances as well as acceptable tracking performance of the slave robot [13]. The most well-known robust method in the field of teleoperation is $H_{\infty}$ theory [14]. Moreover, many recent researches such as [15] rely on Lyapunov-Krasovskii methods in order to robustify the system against the external disturbances.

The main focus of the aforementioned approaches is mainly dedicated to the steady-state behavior of the system, and the transient response is often overlooked. Transient behavior of a robotic system might be of great importance when it interacts with the external environments. For instance, excessive force imposed on or penetration into the body tissues in a robotic surgery system will definitely cause serious damages to them [16]. In the case of teleoperation, however, the significance of transient response becomes even more remarkable due to the encompassing time delays [17]. Therefore, possessing an overshoot-free position tracking, which is categorized as a transient characteristic, in a teleoperation system is highly indispensable.

Introduced by Vidyasagar in 1986 [18], $L_1$ theory is a robust approach that takes control of the amplitude, instead of the energy, of the response when system is subject to a bounded external disturbance. This provides us with a powerful tool that helps reach an optimized transient behavior. Another advantage of $L_1$ method is that it transfers the analysis of the system from frequency domain (which is the case for $H_{\infty}$ theory) directly to the time domain [19]. Finally, $L_1$ control makes the system free of the condition of energy boundedness of the external disturbance.

Meanwhile, $L_1$ control of teleoperation systems faces a major challenge, i.e., a majority of the $L_1$-based compensators in previous works were designed for systems without any time delay. Nonetheless, there are very few research studies on the application of $L_1$ theory in time-delayed systems. For example, in [20], a small-gain theorem was developed for time-delayed systems based on $L_1$ theory, or in [21], $L_1$ filtering methods were proposed for systems with time delay. In addition, in [22], the design of a controller for systems with latency based on the optimal $L_1$ theory for linear parameter-varying systems was investigated. In [23], the very case for air heater systems was studied. Further, in [24], $L_1$ adaptive control for delayed systems was discussed.

To the authors’ knowledge, no significant attention has been drawn to $L_1$ control of teleoperation systems yet. However, one research work previously proposed an $L_1$-based controller for a teleoperation system with varying time delays [25], in which the interaction between the teleoperator and the environment was ignored and the uncertainties of the robot were not included in the results. For this reason, the authors felt the need to focus on this research gap in this study.

It should also be noted that in many previously presented control frameworks for teleoperation systems, position tracking was achieved at the expense of degrading the haptic sensation of the operator [26]. In this paper, however, we intend to provide the operator with complete haptic feedback which, in turn, complicates the design procedure since manipulation of only one controller was freely allowed.

To sum up, the main objective of the current research is to design and control an uncertain teleoperation system with randomly varying latencies using $L_1$ theory in order to minimize the overshoot of the position tracking, without sacrificing the force transparency of the system. To this end, Linear Matrix Inequality (LMI) technique was employed. Our contribution in this paper includes designing a compensator for an uncertain teleoperation system, characterized by asymmetric randomly varying time delays and interaction with the external environment based on $L_1$ theory, which ensures prescribed overshoot, in addition to retaining an acceptable steady-state response and complete force feedback.

The rest of this paper is organized as follows. In Section 2, the problem is mathematically formulated, and the design criteria are determined. In Section 3, the steps toward the synthesis of the $L_1$ controller through LMIs are discussed. In Section 4, the efficacy of the proposed architecture is validated through simulation studies. Finally, in Section 5, concluding remarks and future suggestions are presented.

2. Problem formulation

The block diagram of the proposed teleoperation system in this paper is depicted in Figure 1. According to this figure, it consists of master and slave sides connected by communication channels. The master robot, denoted by $G_m$, constitutes the master side. The slave side is composed of the slave robot, controller, low-pass filter, and environment that are denoted by $G_s$, $C$, $G_f$, and $Z_e$, respectively. The communication channel comprises the forward and backward time delays, namely $d_m$ and $d_s$.

The master and slave robots are considered to have a one-Degree-of-Freedom (one-DoF) linear second-order model, which is written in the following form:
\[ m_m(\rho) \ddot{x}_m(t) + b_m(\rho) \dot{x}_m(t) + k_m(\rho)x_m(t) = F_h(t) - y_i(t - d_i(t)), \]
\[ m_s(\rho) \ddot{x}_s(t) + b_s(\rho) \dot{x}_s(t) + k_s(\rho)x_s(t) = y_f(t) - y_i(t), \]
where the system dynamics depend on \( \rho \) and contain uncertain parameters, which will be defined later in this section.

The state-space representation of the above equations is as follows:
\[
G_m : \quad \begin{cases} \dot{x}_m(t) = A_m(\rho)x_m(t) + B_m(\rho)(w(t) - y_i(t - d_i(t))) \\ y_m(t) = C_m x_m(t) \end{cases}
\]
\[
G_s : \quad \begin{cases} \dot{x}_s(t) = A_s(\rho)x_s(t) + B_s(\rho)(y_f(t) - y_i(t)) \\ y_s(t) = C_s x_s(t) \end{cases}
\]
where \( x_i \triangleq \begin{bmatrix} x_i^T & \dot{x}_i^T \end{bmatrix}^T \) and:
\[
A_i(\rho) \triangleq \begin{bmatrix} 0 & \frac{1}{1/m_i(\rho)} - b_i(\rho)/m_i(\rho) \end{bmatrix} \\
B_i(\rho) \triangleq \begin{bmatrix} 0 & 1/m_i(\rho) \end{bmatrix}^T, \quad C_i \triangleq I_{2 \times 2}.
\]

In order to take the forward (master-to-slave) time delay \( d_m(t) \) into account, it was combined with the dynamics of the master robot \( G_m \) to form a unified representation, as shown in Eq. (5):
\[
G_M : \quad \begin{cases} \dot{x}_m(t) = A_m(\rho)x_m(t) + B_m(\rho)(\ddot{\bar{y}}(t) - y_i(t - d_i(t))) \\ \ddot{y}_m(t) = C_m x_m(t) \end{cases}
\]
where \( \bar{x}_m(t) \triangleq x_m(t - d_m(t)), \quad \ddot{\bar{y}}(t) \triangleq w(t - d_m(t)), \)
\[ \dddot{y}_m(t) \triangleq \dddot{y}_m(t - d_m(t)), \quad \text{and} \quad \dddot{d}_m(t) \triangleq d_m(t) + d_i(t) \]
represent the aggregate of the forward and backward time delays in the communication channel, which will hereinafter be called Total Time Delay (TTD).

To prevent high-frequency oscillations in the control signal that causes damage to the actuator, a low-pass filter was placed after the controller, as shown in Figure 1. The filter is in the form of \( G_f(s) = \frac{\omega_0}{s + \omega_0} \)
where \( \omega_0 \) is the cut-off frequency, which can be written in the state space notation as:
\[
G_f : \quad \begin{cases} \dot{x}_f(t) = A_f x_f(t) + B_f u(t) \\ y_f(t) = C_f x_f(t) \end{cases}
\]
where \( A_f \triangleq -\omega_0, \quad B_f \triangleq \omega_0, \quad C_f \triangleq 1, \) and \( u(t) \) are the control inputs. A general linear viscoelastic model was assumed for the environment which could be represented in Eq. (7):
\[
Z_e : \quad y_e(t) = D_z(\rho)y_s(t).
\]
where \( D_z(\rho) \triangleq [k_z(\rho) \quad b_z(\rho)] \) denote the vector of the stiffness and damping coefficient of the environment. Upon substituting the output Eq. (4) into Eq. (7), we have:
\[
y_e(t) = D_z(\rho)C_s x_s(t).
\]
The error of the system is defined as follows:
\[
x_e(t) = C_i \dddot{x}_m(t) + C_{ie} x_i(t).
\]
where \( e(t) \triangleq \dddot{x}_m(t) - x_s(t) \) is the position error. Therefore, the error dynamics is obtained as follows:
\[
\dot{x}_e(t) = C_{ie} \dddot{x}_m(t) + C_{ie} x_i(t).
\]
where \( C_{ie} \triangleq \begin{bmatrix} 1 & 0 \end{bmatrix} \) and \( C_{ie} \triangleq \begin{bmatrix} -1 & 0 \end{bmatrix} \). Next, by combining Eqs. (4), (5), (8), and (10), the open-loop system can be written by Eq. (11) as shown in Box I, where \( \mathbf{x}(t) \triangleq \begin{bmatrix} \dddot{x}_m(t) & x_i^T(t) & x_f^T(t) & \dot{x}_f^T(t) \end{bmatrix}^T \) is the system state vector.

In this paper, a state-feedback controller was used for the teleoperation system. Hence, the control signal can be formulated as:
\[
u(t) = K \mathbf{x}(t).
\]
where $K$ denotes the control gain matrix. Now, based on Eqs. (11) and (12), the uncertain closed-loop system can be obtained as:

$$G_d : A(\rho)\dot{x}(t) + A_d(\rho)\dot{x}(t - d(t)) + B_1(\rho)\ddot{w}(t) + B_2u(t)$$

$$A(\rho) \triangleq \begin{bmatrix} A_m(\rho) & 0 & 0 \\ 0 & A_s(\rho) - B_1(\rho)D_2C_s & B_s(\rho)C_f \\ 0 & 0 & -A_f \\ C_{1e} & C_{2e} & 0 & 0 \end{bmatrix},$$

$$A_d(\rho) \triangleq \begin{bmatrix} 0 & -B_m(\rho)D_2C_s & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$B_1(\rho) \triangleq \begin{bmatrix} B_{m}^T(\rho) & 0 & 0 \end{bmatrix}^T, \quad B_2 \triangleq \begin{bmatrix} 0 & 0 & B_{f}^T \end{bmatrix}^T.$$

### Box I

- $G_d$ is asymptotically stable.
- $G_d$ guarantees the prescribed $L_1$ performance:

$$\left| \frac{\|T_{zw}\|_{1}}{\|w(t)\|_{\infty}} \right| \leq \gamma,$$

under zero initial conditions, where $T_{zw}$ represents the convolutional operator from the disturbance $w(t) \in L_{\infty}[0,\infty)$ to the performance output $z(t)$, and $\gamma \in \mathbb{R}^+$ is the noise attenuation level.

Note that the infinity-norm of an arbitrary signal $\|f(t)\|_{\infty}$ is defined as $\left( \sup_{t} f(t) \right)^{\frac{1}{2}}$.

### 3. Synthesis of $L_1$-based controller

In this section, a controller for the teleoperation system is designed through three parts, the first of which is elaborated below.

**Theorem 1.** The closed-loop system $G_d$ in Eq. (13) is asymptotically stable which guarantees the $L_1$ performance criterion (i.e., has the noise attenuation level $\gamma$) if there exist a scalar $\alpha > 0$ and matrices $P(\rho) > 0$, $Q(\rho) > 0$, and $R(\rho) > 0$ with appropriate dimensions satisfying:

- $\alpha Q(\rho) - (1 - \alpha \hat{d})R(\rho) < 0$,  \hspace{2em} (19)

Eq. (18) is shown in Box II.

$$\begin{bmatrix} -\alpha P(\rho) & 0 & CT \\ \ast & -(\gamma - \alpha)I & 0 \\ \ast & \ast & -\gamma I \end{bmatrix} < 0.$$  \hspace{2em} (20)

where $\ast$ denotes the symmetric terms.
\[
\begin{bmatrix}
\ddot{A}(\rho)P(\rho) + P(\rho)\ddot{A}(\rho) \\
\alpha P(\rho) + Q(\rho) + \dot{d}R(\rho) \\
\ddot{P}(\rho)A_d(\rho) \\
-(1 - \dot{\tau})Q(\rho) \\
0 \\
-\alpha I
\end{bmatrix} < 0.
\]

Box II

**Proof.** For every fixed $\rho \in \Omega$, the Lyapunov-Krasovskii functional is chosen as:

\[
V(x(t)) = x^T(t)P(t)x(t) + \int_{t - \tilde{d}(t)}^{t} x^T(\xi)Q(x(\xi))d\xi \\
+ \int_{t - \tilde{d}}^{t} \int_{\xi}^{t} x^T(\varepsilon)R(x(\varepsilon))d\varepsilon d\xi,
\]

(21)

where $P > 0$, $Q > 0$, $R > 0$ are the matrices to be determined. Taking the time derivative of Eq. (21) leads to:

\[
\begin{align*}
\dot{V} &= x^T(t)\left(\ddot{A}^T P(t) + P(t)\ddot{A} + Q(t)x(t) + 2x^T(t)PB_1\ddot{s}(t) \\
&\quad + 2x^T(t - \hat{d}(t))A_d^T(t)P(t)x(t) - \left(1 - \frac{\partial}{\partial t}(d(t))\right)\right)
\end{align*}
\]

\[
- \int_{t - \tilde{d}}^{t} x^T(\xi)R(x(\xi))d\xi.
\]

Now, by defining:

\[
\Phi(t) \triangleq \begin{bmatrix} x^T(t) & x^T(t - \hat{d}(t)) & \ddot{s}^T(t) \end{bmatrix}^T,
\]

one can write Eq. (23) as shown in Box III. Equivalently, Inequality (23) might be written by Eq. (24) as shown in Box IV.

In the following, three inequalities derived from some ordinary manipulations are shown. First, we can write Eq. (25) as shown in Box V. If Inequality (19) holds, we will have:

\[
\begin{align*}
\int_{t - \tilde{d}}^{t} \int_{\xi}^{t} x^T(\varepsilon)(R - \alpha Q)x(\varepsilon)d\varepsilon d\xi \\
&< \alpha \tilde{d} \int_{t - \tilde{d}}^{t} x^T(\xi)(R - \alpha Q)\dot{x}(\xi)d\xi,
\end{align*}
\]

(26)

(27)

Therefore, we have:

\[
\begin{align*}
\dot{V} &< \Phi^T(t)\Delta\Phi(t) + \alpha \ddot{s}^T(t)\ddot{s}(t) \\
&\quad - \alpha \int_{t - \tilde{d}(t)}^{t} x^T(\xi)Q(x(\xi))d\xi \\
&\quad - \alpha \int_{t - \tilde{d}}^{t} \int_{\xi}^{t} x^T(\varepsilon)R(x(\varepsilon))d\varepsilon d\xi \\
&\quad - \alpha x^T(t)P(t)x(t) \\
&\quad = \Phi^T(t)\Delta\Phi(t) + \alpha \ddot{s}^T(t)\ddot{s}(t) - \alpha V.
\end{align*}
\]

(28)
\[ \Phi^T(t)\Delta \Phi(t) \leq \Phi^T(t)\Delta' \Phi(t) \Delta' = \begin{bmatrix} \tilde{A}^T P + P \tilde{A} + Q + \tilde{d} \tilde{R} + \alpha P \\ \sigma \\ \sigma \\ \sigma \\ \sigma \\ \sigma \\ \sigma \end{bmatrix} \] \[ = \begin{bmatrix} P \lambda \sigma d \\ \sigma \\ \sigma \end{bmatrix}. \] (25)

Box V

\[ \Delta' < 0 \] (which is exactly same as Inequality (18)) for every \( \rho \in \Omega \) guarantees that \( \Phi^T(t)\Delta \Phi(t) < 0 \). Consequently, the problem can now be reduced to as follows:

\[ \dot{V} \leq \alpha \Phi(t) + \alpha V. \] (29)

For \( \forall \Phi(t) \neq 0 \) and \( \forall \sigma(t) = 0 \), Inequality (29) results in \( V < 0 \), which proves the asymptotic stability of \( G_{\text{cl}} \).

The \( L_1 \) performance satisfaction is now discussed. In case we consider Inequality (29) in \( \forall \sigma(t) \neq 0 \), we will have two possible conditions. If \( \dot{V} \leq \alpha \Phi(t) \sigma(t) \) for \( \forall t > 0 \). On the contrary, if \( \dot{V} < 0 \), the right-hand side term of Inequality (29) can become either positive or negative. It should also be noted that \( \alpha \Phi(t) \sigma(t) - \alpha V \geq 0 \) yields the previous result. However, \( \alpha \Phi(t) \sigma(t) - \alpha V < 0 \) leads to \( \Phi(t) \sigma(t) < V \), which is a contradiction since initially \( V(x(0)) = 0 \), as per the assumption of zero initial conditions and consequently, \( V \) will never exceed \( \Phi(t) \sigma(t) \) for \( \forall t > 0 \), regardless of the sign of \( V \).

Consequently, we always have \( 0 \leq \dot{V} \leq \Phi(t) \sigma(t) \) and thus \( 0 \leq \Phi(t) P x(t) \leq \Phi(t) \sigma(t) \). Now if the following inequality holds:

\[ \frac{1}{\gamma} z^T(t) z(t) - \alpha \Phi(t) P x(t) - (\gamma - \alpha) \Phi(t) \sigma(t) < 0, \] (30)

the condition \( z^T(t) z(t) < gamma \Phi(t) \sigma(t) \) will clearly be concluded. Rewriting Inequality (30) in the form of:

\[ \begin{bmatrix} x^T(t) & \Phi^T(t) \\ \sigma^T(t) \end{bmatrix} \begin{bmatrix} -\alpha P + \frac{1}{\gamma} C^T C & 0 \\ \sigma \end{bmatrix} \begin{bmatrix} x(t) \\ \sigma(t) \end{bmatrix} < 0. \] (31)

and further applying Schur complement lead to Inequality (20) for every \( \rho \in \Omega \). Therefore, it can be conveniently concluded that:

\[ \sup_{\sigma(t) \neq 0} \left\{ \frac{\| z(t) \|_{\infty}}{\| \sigma(t) \|_{\infty}} \right\} < \gamma, \ \forall t > 0. \] (32)

Hence, the \( L_1 \) condition is fulfilled and the proof is completed. \( \Box \)

Remark 1. If \( \alpha \) is held constant, Conditions (18), (19), and (20) are LMIs and thus, the problem is converted into an optimization problem; hence, we have:

\[ \min_{\delta} \gamma \text{ s.t. } (18), (19), (20), \] (33)

where \( \mathcal{S} \triangleq \{ \alpha, P(\rho), Q(\rho), R(\rho) \} \). In addition, the following inequality for \( \alpha \) must be satisfied in order for Inequality (18) to yield a positive definite solution [21]:

\[ 0 < \alpha < -2 \max \{ \text{Re} \left( \lambda (\tilde{A}(\rho)) \right) \}, \] (34)

where \( \lambda(\cdot) \) represents the eigenvalue.

Remark 2. Since \( \tilde{A}(\rho) \) depends on the controller gain matrix \( K \), Inequality (34) imposes a condition on \( \alpha \) which is a beneficial tool for validating the resulting \( \alpha \) after obtaining the controller. It, however, does not set any condition on the domain of \( \alpha \) to be used prior to designing the controller. Nevertheless, if Inequality (19) is to result in a positive definite solution, \( \alpha d < 1 \) must be satisfied. Hence, one can set \( 0 < \alpha < \frac{1}{d} \) as the domain of search for the aforementioned optimization problem.

Remark 3. Theorem 1 states the conditions for the closed-loop system to meet the design criteria; however, it will not lead to the design of the controller due to the presence of \( \tilde{A}(\rho) \) in Inequality (18). Therefore, the remaining two parts of the controller design aim to build an algorithm for the desired controller design. The second part is stated by the following theorem.

Theorem 2. The closed-loop system \( G_{\text{cl}} \) in Eq. (13) is asymptotically stable that guarantees the \( L_1 \) performance criterion (i.e., with the noise attenuation level of \( \gamma \)), if there exist a scalar \( \alpha > 0 \) and matrices \( P(\rho) > 0 \), \( Q(\rho) > 0 \), \( R(\rho) > 0 \), and \( W(\rho) \) with appropriate dimensions satisfying Inequalities (18), (19) and (35):

\[ \begin{bmatrix} \Gamma_{11}(\rho) & \Gamma_{12}(\rho) \\ \sigma & \Gamma_{22}(\rho) \end{bmatrix} < 0. \] (35)

\( \Gamma_{11}(\rho) \) is calculated by the equation shown in Box VI and \( \Gamma_{12}(\rho) \) and \( \Gamma_{22}(\rho) \) are calculated by the following equations:

\[ \Gamma_{12}(\rho) \triangleq \begin{bmatrix} W^T(\rho) \tilde{A}(\rho) & W^T(\rho) B_1(\rho) & W^T(\rho) \end{bmatrix}, \]
\[
\Gamma_{11}(\rho) \triangleq \begin{bmatrix}
-(W(\rho) + W^T(\rho)) & P(\rho) + W^T(\rho)\tilde{A}(\rho) \\
\alpha & -P(\rho) + \alpha P(\rho) + Q(\rho) + dR(\rho)
\end{bmatrix}.
\]

Box VI

\[
\Gamma_{22}(\rho) \triangleq \text{diag} \left\{ -(1 - \tau)Q(\rho), -\alpha I, -P(\rho) \right\}.
\]

**Proof.** The proof could be easily concluded from Theorem 2 of [22], putting matrix Z therein equal to zero and omitting its respective rows and/or columns in each matrix. □

Finally, the third part of the \( L_1 \) controller synthesis is as follows.

**Theorem 3.** The closed-loop system \( G_d \) in Eq. (13) is asymptotically stable and guarantees the \( L_1 \) performance criterion (i.e., with the noise attenuation level of \( \gamma \)), if there exist a scalar \( \alpha > 0 \) and matrices \( P'(\rho) > 0 \), \( Q'(\rho) > 0 \), \( R'(\rho) > 0 \), \( G(\rho) \), and \( M(\rho) \) with appropriate dimensions satisfying:

Inequality (36) is shown in Box VII,

\[
\alpha Q'(\rho) - (1 - \alpha \tilde{d})R'(\rho) < 0,
\]

(37)

\[
\begin{bmatrix}
-\alpha P'(\rho) & 0 & G'(\rho)C^T \\
\ast & -G'(\rho) & 0 \\
\ast & \ast & -\gamma I
\end{bmatrix} < 0.
\]

(38)

Further, the desired controller can be obtained as follows:

\[
K(\rho) = M(\rho)G^{-1}(\rho).
\]

(39)

**Proof.** Similar to the procedure in [22], first, the following matrices are defined as follows:

\[
G(\rho) \triangleq W^{-1}(\rho),
\]

\[
P'(\rho) \triangleq W^{-T}(\rho)P(\rho)W^{-1}(\rho),
\]

\[
Q'(\rho) \triangleq W^{-T}(\rho)Q(\rho)W^{-1}(\rho),
\]

\[
R'(\rho) \triangleq W^{-T}(\rho)R(\rho)W^{-1}(\rho).
\]

(40)

Then, by applying congruence transformations to Inequalities (35), (19), and (20) by \( \text{diag} \) \{ \( W^{-1}(\rho) \), \( W^{-1}(\rho) \), \( W^{-1}(\rho) \), \( I \), \( W^{-1}(\rho) \), \( W^{-1}(\rho) \), \( \text{diag} \) \{ \( W^{-1}(\rho) \), \( I \), \( I \) \}, respectively, we can obtain Inequalities (36)-(38) and the controller gain (Eq. (39)). □

**Remark 4.** One problem that arises from applying Theorem 3 to the \( L_1 \) controller design is that due to the dependence of the LMIIs on \( \rho \), infinite sets of LMIIs should be solved to cover the whole uncertainty domain \( \Omega \). However, by adopting the concept of quadratic stability, the problem can be narrowed down to the finite set of LMIIs. This fact is reflected in the following corollary from Theorem 3.

**Corollary 1.** The closed-loop system \( G_d \) in Eq. (13) is asymptotically stable and ensures the \( L_1 \) performance criterion (i.e., with the noise attenuation level of \( \gamma \)) if there exist a scalar \( \alpha > 0 \) and matrices \( P' > 0 \), \( Q' > 0 \), \( R' > 0 \), \( G \), and \( M \) with appropriate dimensions that satisfy:

Inequality (41) is shown in Box VIII,

\[
\alpha Q' - (1 - \alpha \tilde{d})R' < 0,
\]

(42)

\[
\begin{bmatrix}
-\alpha P' & 0 & G'C^T \\
\ast & -G' & 0 \\
\ast & \ast & -\gamma I
\end{bmatrix} < 0.
\]

(43)

for \( k = 1, \ldots, n \).

**Proof.** According to the concept of quadratic stability, the matrices \( P'(\rho) = P' \), \( Q'(\rho) = Q' \), \( R'(\rho) = R' \), \( G(\rho) = G \), and \( M(\rho) = M \) are all held fixed throughout the entire uncertainty domain \( \Omega \). In addition, since

\[
\begin{bmatrix}
-\tilde{G}(\rho) - G(\rho) & P'(\rho) + A(\rho)G(\rho) + B_3M(\rho) & A_d(\rho)G(\rho) & B_1(\rho) & G(\rho) \\
\ast & -P'(\rho) + \alpha P'(\rho) + Q'(\rho) + dR'(\rho) & 0 & 0 & 0 \\
\ast & \ast & -\gamma I & 0 \\
\ast & \ast & \ast & \ast & -\alpha I \\
\ast & \ast & \ast & \ast & \ast
\end{bmatrix} < 0.
\]

(36)

Box VIII
the system is linear and the uncertainty belongs to the polytopic class, it is sufficient to solve the LMIs at the vertices of the respective polyhedron [27], i.e., the set $\omega^{(k)}; k = 1, ..., n$, which can be defined through Eq. (14).

**Remark 5.** According to Corollary 1, the optimization problem to be solved now would be transformed into:

$$\min_{S^t} \text{s.t. (41), (42), (43); } k = 1, ..., n,$$

where $S^t \triangleq [\alpha, P^t, Q^t, R^t, G, M]$. The controller gain $K$ can also be attained as $K = MG^{-1}$.

4. Simulation results and discussion

To verify the effectiveness of the proposed control approach, this section presents the simulation results. In order to take both free and contact motions into account, the human input is applied in two different cases:

- A unit step,
- A sine wave of the form $\sin(0.4\pi t)$.

4.1. Simulation results for certain system

In order to demonstrate the efficacy of the proposed $L_1$ controller, it was compared with Modified Sliding Mode (MSM) controller proposed by Park and Cho [28]. The architecture of the teleoperation system is identical for both controllers (depicted in Figure 1), except for the controller block ($C_t$). The corresponding control input for the MSM approach could be achieved through the following equation:

$$u(t) = b_s \ddot{x}(t) + k_s x(t) + y_s(t)$$

$$-\frac{m_s}{m_s}[b_m \ddot{m}(t) - d_m(t)] - F_s(t) - d_m(t)$$

$$+y_s(t - d_s(t))$$

$$+k_m \ddot{m}(t)$$

$$-m_s \ddot{\lambda}(t)$$

$$-K_{\text{gain, sat}} \left( \frac{s_d(t)}{\Phi} \right),$$

(45)

where $s_d(t) \triangleq \ddot{e}(t) + \ddot{\lambda}(t)$ is the sliding surface. $\tilde{e}(t) \triangleq -e(t)$ the opposite of the position error described before. $\Phi$ the thickness of the boundary layer to decrease the chattering phenomenon. $K_{\text{gain}}$ a coefficient used to satisfy the sliding condition, and $\text{sat}(\cdot)$ the saturation function. All other parameters are the same as those given in the previous sections.

Since the parameter uncertainty is not considered in [28], the two aforementioned controllers were compared with the assumption of thoroughly known system dynamics. The results of the uncertain case for the $L_1$ controller will be then investigated in the next subsection.

The system parameters are summarized in Table 1. It should be noted that the dynamical properties of Phantom Omni haptic device were chosen for the local robot, as measured in [29], and the dynamical properties of Novint Falcon haptic device were selected for the remote robot based on the identification carried out in [30]. Zero initial conditions were also applied for master and slave robots in all simulations.

The environment was also simulated, the results of which revealed a viscoelastic characteristic in the compression mode with $k_z, b_z \neq 0$ and a pure elastic characteristic in the release mode with $k_z \neq 0, b_z = 0$.

The forward and backward time delays in this work are considered asymmetric and randomly time-varying with the corresponding bounds $\tilde{d}_m$ and $\tilde{d}_s$ mentioned in Table 1.

The corresponding parameters for the two con...

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_m$</td>
<td>6</td>
<td>N/m</td>
</tr>
<tr>
<td>$b_m$</td>
<td>17</td>
<td>Ns/m</td>
</tr>
<tr>
<td>$m_m$</td>
<td>0.2</td>
<td>kg</td>
</tr>
<tr>
<td>$k_z$</td>
<td>0</td>
<td>N/m</td>
</tr>
<tr>
<td>$b_z$</td>
<td>11</td>
<td>Ns/m</td>
</tr>
<tr>
<td>$m_z$</td>
<td>0.5</td>
<td>kg</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>5</td>
<td>rad/s</td>
</tr>
<tr>
<td>$k_s$</td>
<td>3</td>
<td>N/m</td>
</tr>
<tr>
<td>$b_s$</td>
<td>3</td>
<td>Ns/m</td>
</tr>
<tr>
<td>$\tilde{d}_m$</td>
<td>1</td>
<td>s</td>
</tr>
<tr>
<td>$\tilde{d}_s$</td>
<td>1</td>
<td>s</td>
</tr>
<tr>
<td>$\tilde{r}_m$</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>$\tilde{r}_s$</td>
<td>0.2</td>
<td>-</td>
</tr>
</tbody>
</table>
controllers are listed in Table 2. The tuning of the parameters regarding the MSM controller is carried out by trial and error such that the minimum possible steady-state error, as well as an acceptable control signal, will be obtained.

The suboptimal solution to the $L_1$ performance problem defined by Eq. (44) for $n = 1$ (i.e., no uncertainty) was found to be $\gamma = 0.0268$ at $\alpha = 0.026$ in free motion, $\gamma = 0.026$ at $\alpha = 0.016$ in the release mode, and $\gamma = 0.0294$ at $\alpha = 0.026$ in the compression mode by conducting a linear search on $\alpha$ and considering $\|\tilde{S}^e, \gamma\|_2 < 10^0$. The corresponding state-feedback gain matrices were obtained as follows:

$$K_{free} = \begin{bmatrix} 5148 & 52 & -5223 & -141 & -10 & 82106 \end{bmatrix},$$

$$K_{release} = \begin{bmatrix} -6540 & 60 & -6590 & -170 & -10 & 101490 \end{bmatrix},$$

and:

$$K_{compression} = \begin{bmatrix} 20660 & 220 & -20990 & -1150 & -20 & 216140 \end{bmatrix},$$

for free motion, the release contact, and compression contact modes, respectively.

Position tracking of the system by $L_1$ and MSM controllers subject to the unit step input is shown in Figure 2. It can be observed that although both controllers guarantee acceptable tracking, a position mismatch is found in the transient response of the MSM controller. It becomes more evident by taking a closer look at Figure 3, where the maximum overshoot of the MSM controller is nearly 6.5 times the $L_1$ controller, which further proves the significant superiority of the $L_1$ controller to its counterparts.

Figure 3 depicts the integral of position error which serves as the output of the $L_1$-based closed-loop system. One can easily see that the integral of position error is kept at a minimum by $L_1$ controller while it rises to approximately 17 times greater than that by MSM controller.

Another important fact is that the human force, not the position of the master robot, was considered as the exogenous input to the system in this paper. It thus implies that the same input force to the teleoperation system would not lead to the same master and, hence, slave movement due to inherently different controller structures. As observed in Figure 2, in spite of the same unit-step force inputs in both cases, a slight difference can be observed in the master positions that resulted from $L_1$ and MSM. However, this difference will not undermine the principal comparison. To be specific, the position error in each case is supposed to be determined by the master and slave movements in the same case. In this respect, Figure 3 represents a valid comparison between the synchronization errors.

Figure 4 shows the control input generated by each controller in the unit step case, as well. Despite its approximately same range, the $L_1$ control input exhibits smoother behavior; hence, it is preferable for a real experimental setup. More precisely, maintaining a low steady-state position error requires a constant con-

### Table 2. Parameters of controllers.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_0$ (for $L_1$)</td>
<td>5</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\omega_b$ (for MSM)</td>
<td>0.8</td>
<td>rad/s</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>5</td>
<td>1/s</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.0004</td>
<td>–</td>
</tr>
<tr>
<td>$K_{gain}$</td>
<td>2</td>
<td>N</td>
</tr>
</tbody>
</table>
control effort by means of $L_1$ while MSM imposes a more oscillatory actuator input in the same condition, which is undoubtedly detrimental to an actual experimental framework.

The same study was conducted for the two controllers in the case of sine wave as the human operator input. The quality of the position tracking resulting from this input is displayed in Figure 5 where both controllers exhibit almost a similar behavior. However, a comparison between the position error and its integral between both controllers was made, as shown in Figure 6, the results of which clearly showed the difference in this case.

Although the position error still lies in the same range for both controllers in Figure 6, the integral of position error is kept bounded by $L_1$ controller. It is, however, not the case for MSM controller whereby the integral of error keeps growing unboundedly, especially during contact intervals. This result was obtained mainly because the $L_1$-based scheme directly took the infinity-norm of the integral of position error under control as its output.

The generated control inputs are also presented in Figure 7. Compared to the step input, the signals are more similar in this case, excluding the high-frequency oscillations that are relatively more apparent in the MSM controller.

From the results of this subsection, it can be concluded that the $L_1$ controller is able to provide the asymmetrically delayed teleoperation system with a
promising response from the maximum overshoot perspective while maintaining a low steady-state position error.

4.2. Simulation results for uncertain system
The performance results of the $L_1$ controller for the teleoperation system containing parametric uncertainties are presented in this subsection.

The uncertain parameters are listed in Table 3 where $\Delta m_m$, $\Delta m_s$, $\Delta b_m$, and $\Delta b_s$ denote the uncertainty of the corresponding parameters that are set such that the uncertain matrices $A_m$ and $A_s$ both become in the form:

$$
\begin{bmatrix}
0 & 1 \\
-k_i(\rho)/m_i(\rho) & -b_i(\rho)/m_i(\rho) + \delta
\end{bmatrix}, \ i = \{m, s\},$
$$

where $-2 \leq \delta \leq 2$. Therefore, the polytopic domain of the uncertain system contains $n = 2$ vertices. All other corresponding parameters are the same as those given in Tables 1 and 2. The suboptimal solution to the $L_1$ performance problem defined by Eq. (44) was found to be $\gamma = 0.0452$ at $\alpha = 0.043$ in the free motion, $\gamma = 0.0465$ at $\alpha = 0.046$ in the release mode, and $\gamma = 0.0288$ at $\alpha = 0.024$ in the compression mode by conducting a linear search on and considering $\|S'\|_2 < 10^5$. The corresponding state-feedback gain matrices were obtained as follows:

$$
K_{\text{free}} = \begin{bmatrix}
1762 & 20 & -1808 & -62 & -7 & 17499
\end{bmatrix},
$$

$$
K_{\text{release}} = \begin{bmatrix}
1684 & 16 & -1700 & -61 & -7 & 15795
\end{bmatrix},
$$

and:

$$
K_{\text{compression}} = \begin{bmatrix}
72.03 & 0.74 & -73.40 & -4.86 & -0.05 & 501.20
\end{bmatrix} \times (10^3),
$$

for the free motion, release contact mode, and compression contact mode, respectively.

In order to avoid repetitive results, the figures regarding only the master-slave positions and errors are provided here. From Figures 8-11, it can be deduced that despite the parameter uncertainties, the synchronization quality of the $L_1$ controller is not degraded, and relatively small overshoots would result

<table>
<thead>
<tr>
<th>Table 3. Uncertain system parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>$\Delta m_m$</td>
</tr>
<tr>
<td>$m_m$</td>
</tr>
<tr>
<td>$\Delta b_m$</td>
</tr>
<tr>
<td>$m_s$</td>
</tr>
</tbody>
</table>

Figure 8. Master and slave positions in the case of unit step operator input using $L_1$ controller for uncertain system.

Figure 9. Position error and its integral in the case of unit step operator input using $L_1$ controller for uncertain system. Note that the whole motion is in contact mode in this case.

Figure 10. Master and slave positions in the case of sine wave operator input using $L_1$ controller for uncertain system.
from both step and sine inputs. The integral of the position error is also shown to be kept bounded in line with theory and previous results.

The only issue that might be raised here is the larger value of $\gamma$ in the uncertain case, compared to the certain case. This problem indicates that widening the domain of the uncertainty could possibly lead to a more significant $L_1$ gain which, in turn, would risk the chance of finding the optimal or suboptimal solution to Problem (44) as $\gamma \to \infty$. In fact, in case the optimization problem does not have a positive real solution, the proposed $L_1$ controller fails to provide a controller for the teleoperation system, which can be considered as a drawback compared to some other control approaches such as sliding mode. However, as long as a solution exists for the aforementioned optimization problem, the $L_1$-based controller demonstrates a promising position synchronization capability according to the results presented in this section.

5. Conclusion and future directions

An $L_1$-based control architecture was proposed in this study for a one-Degree-of-Freedom (one-DoF) teleoperation system with randomly varying time delays and polytopic uncertainty. The controller was designed through the Linear Matrix Inequality (LMI) approach, considering the concept of quadratic stability.

Simulation results showed that by incorporating this controller into the teleoperation system, good position tracking by the remote robot could be attained while preserving the haptic feedback to the local side. Comparing the position tracking resulting from the $L_1$-based controller with the modified sliding mode controller demonstrated a promising response of the proposed control approach from the maximum overshoot point of view. It was also shown that the application of the proposed $L_1$ controller could result in low steady-state error.

Since the controller is designed for linear single-DoF teleoperation, its application is thus limited to such systems. Most real teleoperation systems incorporate nonlinear multi-DoF manipulators that require a more complicated design. Another limitation of the current work is the assumption of viscoelastic environment, which may not be applicable to all circumstances.

As a future work, we intend to implement the proposed control framework on a real setup. Of note, another improvement could be made by designing an $L_1$ controller based on nonlinear systems.

Nomenclature

**Symbols**

- $b$: Damping coefficient
- $d$: Time delay
- $k$: Stiffness
- $K$: Gain matrix
- $m$: Mass
- $t$: Time
- $u$: Control input
- $w$: External disturbance
- $x$: Position
- $\dot{x}$: Velocity
- $y$: Output
- $z$: Performance output
- $s$: Symmetric element

**Greek symbols**

- $\gamma$: Noise attenuation level
- $\rho$: Uncertainty domain parameter
- $\omega_0$: Cut-off frequency

**Subscripts**

- $e$: Error
- $f$: Filter
- $m$: Master side
- $s$: Slave side
- $z$: Environment

**Operators**

- $\lambda(\cdot)$: Eigenvalue
- $\|\cdot\|_n$: $n$-norm

Figure 11. Position error and its integral in the case of sine wave operator input using $L_1$ controller for uncertain system. The areas marked by ‘C’ are the intervals when the slave robot is in contact with the environment. Other areas are related to the free motion.
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