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An insufficient amount of capital conservation buffer would cause a financial institution to be unable 
to withstand fluctuations in the economic cycle; while an excessive amount would reduce the financial 
institution’s available funds, which would lead to a loss of the capital available for investment. In 
order to address this issue in an effective manner, the business loan default prediction model is 
established in this study by integrating survival analysis with logistic regression. In the section of case 
validation, the reliability of the proposed approach is validated with the information of businesses that 
have been granted loans by financial institutions in Taiwan, and the proposed approach was also 
compared with the Cox proportional hazards model approach, which is frequently applied by financial 
institutions. The empirical results demonstrate that the approach proposed in this study could predict a 
business loan default state closer to the actual default trend, and provide prediction results superior to 
that of the Cox proportional hazards model, thus, providing financial institutions with effective and 
reliable information for reference, which will allow them to prepare an appropriate amount of capital 
conservation buffer, and improve the capital flexibility of the financial institution. 

 

1. Introduction 
The correctness of business loan default prediction results is a 
key issue that will affect the stability and security of the 
financial system [1]. Therefore, the issue of returns to investors 
and the level of default are crucial for ensuring the continuity 
of market borrowing [2]. All financial institutions set their 
respective capital demands against the default risk mainly in 
accordance with the Basel capital accord, as developed by the 
Basel committee on banking supervision, the Bank for 
International Settlement. Basel III is mainly for highlighting a 
reduction in the extent of the risk jointly borne by financial 
institutions, in addition to improving the capability of financial 
institutions to adapt to changes in financial environments. The 
new Basel III aims at improving the capital requirements for 
financial institutions, and its Capital Adequacy Ratio (CAR) is 
still maintained at 8%, as set out in Basel II, but with the 
addition of a 2.5% capital conservation buffer [3]. 
The key to assessing credit trends lies in assessing and 
predicting potential default trends and the total number of 
default cases among outstanding business loan cases of 

financial institutions in the future, which will allow financial 
institutions to prepare an appropriate amount of capital 
conservation buffer, and thus, mitigate the impact on it in case 
of default in the future. Outstanding business loan default 
predictions are generally determined by means of data mining, 
where all historical data are used as training data to establish 
the prediction model, and then, prediction is conducted 
regarding the research objects. For example, Noh et al. [4] 
applied the survival analysis approach to discuss credit card 
default risk; the survival analysis approach was applied 
because such approach could predict the default “time” and 
“probability”, in order to facilitate whether or not relevant 
financial institutions will approve the credit application of 
these consumers and grant credit to them. Gepp and Kumar [5] 
applied a combination of the Cox proportional hazards model 
and a non-parametric Classification And Regression Trees 
(CART) in financial prediction, in an attempt to predict 
whether businesses will be subject to bankruptcy due to 
financial distress in the future. The research results 
demonstrate that the combination and application of a decision 
tree and the Cox proportional hazards model could improve 
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prediction accuracy. Gupta et al. [6] respectively applied 
logistic regression in the discrete time hazards model and the 
continuous time Cox proportional hazards model to predict the 
bankruptcy and financial crisis of medium-sized enterprises in 
America. The results demonstrated that logistic regression 
would produce a prediction result that superior to the continuous 
time Cox proportional hazards model. Many authors applied the 
Cox proportional hazards model exploring issues related to 
financial institutions [7-12]. 
Many researches used logistic regression analysis to solve the 
related issues of categorical data. For example, Yap et al. [13] 
researched the effects of applications with different data mining 
algorithms in the credit rating model for the purpose of 
improving misinterpretation, as caused by the subjective 
judgment of financial institution personnel in the process of 
credit rating. Liu et al. [14] stated that logistic regression is an 
effective classifier for text analysis. In this study, a new 
classification method is proposed by combining logistic 
regression with Decision-Theoretic Rough Set (DTRS). 
Research has demonstrated that logistic regression can be 
applied to validate the rationality and effectiveness of an 
approach. Croux et al. [2] used logistic regression analysis to 
survey the default determinants of Fintech loans through the 
LendingClub consumer platform during the period of 2007-
2018. They used the contractual loan characteristics, borrower 
characteristics, and macroeconomic variables as independent 
variables, and used the lasso selection methods to reduce the 
number of independent variables from 100 to 58 variables. The 
simulation results indicated that Fintech lenders should use 
alternative data without violating fair lending rules from 
traditional subprime loan pools. At present, many scholars have 
implemented research on data mining by applying logistic 
regression (such as [2, 15-25]). 
In this study, from the perspective of a financial institution, and 
in consideration of the different time characteristics of different 
outstanding business loan cases, the data meeting the time 
characteristics of each outstanding business loan case to be 
predicted were identified through data screening in two phases, 
thus, ensuring that all modeling data can practically meet the 
time characteristics of each outstanding business loan case to be 
predicted. Finally, logistic regression was applied to establish an 
exclusive complete prediction model for each outstanding 
business loan case, which has the purpose of providing financial 
institutions with reliable information for reference, preparing an 
appropriate amount of capital conservation buffer, and 
improving the capital flexibility of financial institutions. 
Subsequent sections of this study are set out, as follows: 
Section 2 offers the literature review, which presents a brief 
introduction of survival analysis and logistic regression; 
Section 3 presents the research method, which presents an 
introduction of the overall process and approach for 
establishing the prediction model in this study; Section 4 is 
empirical analysis, which presents case validation, as based on 
the loan data provided by a financial institution in Taiwan; 
Section 5 offers the conclusion and suggestions, which 
presents the conclusions of this study and provides an outlook 
for prospective researches. 
 
2. Literature review 
2.1 Survival analysis 
Survival analysis is mainly for implementing in-depth 
discussions on the correlation between the survival time of 

a sample group and each variable. Therefore, general 
survival analysis relates to research regarding the 
probability of the occurrence of a specified event within a 
certain period after each individual sample has gone 
through a certain event. In other words, “survival analysis 
relates to research based on a group’s life time trend”. 
We assume the life time period of a sample as T. Generally, 
such numerical value commences from the start of an event 
till the time point of the occurrence of a specified event, 
and T was considered as a random variable; for example, 
from the time when a patient receives treatment till the time 
of death of the patient. The specified event mentioned 
herein will be subject to different interpretations according 
to cases in different fields; for example, in medicine, it is 
referred to as the survival rate; in manufacturing 
engineering, it is referred to as reliability; in a financial 
institution, it is referred to as default, etc. 
Regarding survival analysis, the important survival function 
is denoted with S(t), as shown in Eq. (1): 

( ) ( )S t P T t= > , (1) 

where, t denotes a certain time value of this individual 
sample; the survival function in Eq. (1) can be used to 
describe different time points, as well as the survival 
probability of this individual sample [26]. 
 
2.2. Logistic regression 
Berkson [27] proposed that Logistic Regression is a kind of 
linear regression, and is frequently applied in addressing 
categorical data related issues. The most significant 
difference between general linear regression and logistic 
regression lies in the “processible data attributes”; logistic 
regression could be applied for processing binary data and 
predicting its odds ratio for the occurrence of an event, 
regardless of whether the predictor variable is a categorical 
variable or continuous variable. 
When the dependent variable in logistic regression is 
replaced by a binary variable, X is assumed as a predictor 
independent variable, and Y is assumed as a binary target 
dependent variable, indicating that there are only two 
results, namely, failure (Y=0) or success (Y=1). Therefore, 
the general linear regression equation is established based 
on Y, as shown in Eq. (2): 

0 1 1( ) ...i k kf x Y x xβ β β= = + + + , (2) 

where, Xk denotes the independent variable of the kth item, 
while coefficient 𝛽𝛽𝑘𝑘 is the increment in dependent variable 
Y per each unit increased in Xk. P is assumed as a failure 
rate, while 1-P is assumed as a success rate; the odds ratio 
can be obtained by dividing the failure rate by the success 

rate 
1

P
P−

, while 
1

Pln
P−

 is referred to as log odds; the log 

odds can be used for linearizing Y. Therefore, the logistic 
regression equation is shown in Eq. (3):  

( )
1 i

Pln f x Y
P
= =

−
 0 1 1 ... k kx xβ β β= + + + . (3) 

Let x denote the failure rate, which is a logistic distribution, 
( )1 2, ,..., kx x x x= , and its equation is shown in Eq. (4):  
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= = = =
+

. (4) 

For logistic regression, the k+1th unknown parameter iβ  in 
Eq. (3) must be estimated principally; while i = 0,1,2,…k; 
the unknown parameter iβ  in this model can be estimated 
by the application of the maximum likelihood method.  
In estimating parameter iβ , all observed values are 
regarded as a Bernoulli test, and the probability distribution 
function of random variable iY  is shown in Eq. (5): 

1( ) (1 )i iy y
i i iP y p p −= − ,   1, 2,...,i n=  and   0,1iy =  (5) 

As observed values are independent of each other, they are 
subject to the marginal distribution of in Eq. (6):  
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Substitute *

1
n

i iit X Y== ∑  into Eq. (6), and then, obtain its 
natural logarithm to obtain Eq. (7):  

*
1ln( ) ln 1 exp( )n

iiL t Xβ β=
′ ′= − +  ∑ . (7) 

When we set ln( )( ) 0LS β
β

∂
= =

∂
, we can obtain MLβ , and 

the MLβ  equation is shown in Eq. (8):  

*
1

exp( )ln( )( ) 0
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β
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β β=

′∂
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where, ( )S β  is the nonlinear function of β ; therefore, this 
computational process must be conducted repeatedly, till β  
is converged to the maximum likelihood function. After 
obtaining coefficient kβ , success rate (P) can be obtained 
from Eq. (9):  

0 1 1

0 1 1

...

...1

k k

k k

x x

x x
eP f

e

β β β

β β β

+ + +

+ + +
=

+
. (9) 

Logistic regression can be applied for class prediction, and 
its basis of prediction is based on the P calculated by the 
application of logistic regression. First, set a threshold 
value, which is generally 0.5; when the P calculated by the 
application of logistic regression is above the threshold 
value, it should be determined as a success (1); otherwise, it 
should be determined as a failure (0). 
  
3. Research method 
3.1 Establishment of model data 
Based on a certain time point, the data collected in this 
study could be simply divided into two categories: first, 
“outstanding cases”; such data refers to cases with an 
outstanding loan not in a defined default state by a certain 

time point, which will be predicted in this study; second, 
“historical data”; such data refers to cases in a defined state 
by a certain time point, for example, default, prepayment, 
or normal repayment; such data were used as the training 
model data in this study. 
The main purpose of this study is to research and predict 
the default trend and the total number of default cases 
among outstanding business loan cases in the future. 
Therefore, historical cases in a defined state in the research 
data are used as training model data in this study, while 
outstanding cases in an undefined state were set for 
prediction. Modeling data in this study are processed in two 
phases. 
Phase 1: Regarding timeliness-based data screening, as the 
timeliness of data was considered in few cases of modeling 
and prediction through data mining, the data of all historical 
cases can be directly incorporated for modeling. However, 
the timeliness of modeling data must be considered; 
therefore, data incorporated for modeling in this study were 
initially screened based on timeliness, in order to identify 
historical cases meeting the timeliness of outstanding cases, 
and then, appropriate historical data were used for 
modeling. 
In researches regarding whether there is default for 
outstanding cases in the future, survival analysis has been 
frequently applied for discussion, which is mainly 
attributable to the inclusion of the “time” factor in analysis. 
Therefore, this study attempts to simulate the time 
characteristics of survival analysis for timeliness-based 
screening of modeling data. 
Each of the outstanding case and historical case have time 
characteristics, and the two most important time variables 
include “survival time”, representing the time from the day 
when loan was granted by the financial institution to the 
business to date; and “period”, representing the repayment 
period, as agreed with the financial institution in this loan 
case. Where repayment is failed upon expiry of this period, 
it will be deemed as default. However, in this study, it was 
predicted whether repayment will be made on time or 
overdue within the period from the time point of survival 
till the period, provided that the loan case of a business has 
survived for a certain period. 
While outstanding cases are predicted in this study, the time 
factor must still be considered. If historical cases with time 
characteristics inconsistent with that of outstanding cases 
were incorporated for modeling, the established model may 
be unable to produce a result truly close to the actual state, 
which may cause significant errors in the prediction results. 
The following three scenarios are presented in respect of 
inconsistent time characteristics: 
Scenario 1: The survival time of a historical case is less 
than that of an outstanding case, indicating that the 
outstanding case is still under way, while the historical case 
has been closed. In such a case, the historical case may be 
unable to fully explain the potential default state of an 
outstanding case in the future. 
Scenario 2: The survival time of a historical case is greater 
than that of an outstanding case, indicating that the 
outstanding case has been closed, while the historical case 
is still under way. Therefore, the historical case is unable to 
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provide a defined case state within the research time of the 
outstanding case, and thus, is not suitable for modeling the 
outstanding case. 
Scenario 3: The period of a historical case is greater than that of 
an outstanding case. In such a case, we must further observe the 
state of survival time. If the survival time of the historical case is 
less than that of an outstanding case, it indicates that the 
historical case meets the outstanding case; if the survival time of 
the historical case is greater than that of an outstanding case, as 
mentioned in Scenario 2 above, it indicates that the historical 
case is not suitable for modeling the outstanding case.  
Phase 2: Sample size-based data screening is discussed in this 
phase. Subsequent to the timeliness-based screening of historical 
data, this study considers that the expected effect may not be 
achieved, as the established prediction model was not 
representative enough due to insufficient modeling data, thus, 
sample size as a result of timeliness-based screening had to be 
considered. In the case of an insufficient training sample size, an 
appropriate treatment must be made. 
In order to avoid adverse impact on prediction results due to a 
non-representative model, which is a result of insufficient 
modeling data, sample size-based data screening is proposed in 
Phase 2 of this study. This phase is based on the results in Phase 
1. The number of modeling data screened out in Phase 1 was 
confirmed in this phase, and the minimum sample size was set. 
Regarding how to select an appropriate sample size, many 
scholars have proposed “empirical law” to simplify complicated 
methods when selecting sample size. The research viewpoint 
proposed in Stevens [28] was adopted in this study. This scholar 
researched the relation between variables and sample size in the 
application of regression, and found a certain correlation 
between the minimal sample size and independent variables. 
Through demonstration, the scholar recommended at least 15 
samples for one independent variable. 
Sample size-based screening in Phase 2 was based on the 
number of modeling data screened out in Phase 1. If the number 
of modeling data screened out in Phase 1 was greater than the 
minimal sample size for modeling, no treatment was required, 
and the modeling data screened out could be used for modeling. 
On the contrary, if the number of modeling data screened out in 
Phase 1 was less than the minimal sample size for modeling, the 
prediction result of the outstanding case would be subject to the 
majority rule. 
 
3.2 Establishment of the prediction model 
Appropriate modeling data for each outstanding case could be 
immediately used to establish a prediction model by applying 
logistic regression. In this study, historical cases meeting the 
time characteristics of each outstanding case were acquired for 
modeling, in order to establish an exclusive prediction model for 
the outstanding case. Then, the said prediction model was 
applied to predict the default probability and state of the 
outstanding case. That is to say, an exclusive model was 
customized for each of the outstanding cases to predict their 
respective default probability and state. 
 
4. Empirical analysis 
In order to validate whether the process and method applied in 
this study could practically predict the default state in an 
effective and accurate manner, case validation was implemented 
by relevant programming and applying R language software 
with the information of middle and small-sized enterprises, 
which were granted loans by a financial institution in Taiwan. 

4.1 Research data and variables 
Research data are the information of middle and small-sized 
enterprises, which were granted loans by financial institutions in 
Taiwan. The time period for loans was from November 2001 to 
December 2015, with a total of 21,239 cases, where non-default 
cases accounted for approximately 93.69% of the total cases and 
default cases accounted for approximately 6.93% of the total 
cases, for a total of 51 variables for research data. In this study, 
the variables for research data are classified by nature into three 
categories, namely, response variable, time variable, and 
financial variable (as shown in Table 1). 
 
4.2 Establishment of a prediction model by applying 
the approach proposed in this study 
Research data used in this study were divided into historical 
cases and outstanding cases. Historical cases were modeling 
data; outstanding cases indicate the accuracy that the prediction 
target validates the prediction model. Data were divided based 
on “whether the case had been closed by December 2015”. 
There were a total of 19,330 historical cases after data division, 
including 18,090 non-default cases, accounting for 93.59% of 
the total historical cases; and 1,240 default cases, accounting for 
6.41% of the total historical cases. The class imbalance ratio was 
approximately 14.59. 
In addition, there were 1,909 outstanding cases, including 1,809 
non-default cases, accounting for 94.76% of the total 
outstanding cases; and 100 default cases, accounting for 5.24% 
of the total outstanding cases. The class imbalance ratio was 
approximately 18.09. 
 
4.2.1 Screening of modeling data 
In this study, all historical data were screened in two phases 
according to the time characteristics of each outstanding case, in 
order to select modeling data that met the time characteristics of 
each outstanding case. Regarding data screening, the data of the 
outstanding cases was initially imported into R software 
according to their respective item numbers from the first case till 
the ith outstanding case, which assumed that a total of 1,909 
outstanding cases had to be imported. That is to say, 

1, 2,...,1909i = . Upon the import of the ith outstanding case, 
the survival time and period of the ith outstanding case can be 
obtained. In this study, 𝑎𝑎𝑖𝑖  was assumed as the survival time of 
the ith outstanding case; and 𝑏𝑏𝑖𝑖was assumed as the period of the 
ith outstanding case. 
First, in the time characteristic-based data screening in Phase 1, 
the relevant information of historical cases was obtained by 
importing the cases into the software from the first case till the 
ith case, and it was assumed that a total of 19,330 cases were 
imported. That is to say, 1, 2,...,19330j = . In this study, jS  
was assumed as the survival time of the ith historical case, 
and jD  was assumed as the period of the ith historical case. 
Time-based screening was subject to the condition that “the 
survival time of a historical case is equal to or greater than 
that of the ith outstanding case, and the period of the 
historical case is equal to or less than that of the ith 

outstanding case”, i.e., “ j iS a≥  and j iD b≤ ”. The historical 
case would be determined as data suitable for modeling of 
the ith outstanding case upon satisfaction of the said 
condition, and would be determined as data not suitable for 
modeling of the ith outstanding case in case of dissatisfaction 
of the said condition. It was assumed in this study that there 
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Table 1. Explanations of variables by nature. 
No. Nature of variable Variable Class Explanation 

1 Response variable Default Default and non-
default 

It refers to the final state of a case if the 
case has been closed by September 2017 

2 Time variable Period  
It refers to the time of repayment, as 
agreed with the financial institution on the 
case; unit: month 

3 Time variable Starting year  
It refers to the year when the loan was 
granted by the financial institution for the 
case 

4 Time variable Observation period  
It refers to the remaining observation time 
up to the time of repayment, as agreed for 
the case; unit: month 

5 Time variable Survival time  

If the loan in the case is still outstanding, it 
refers to the current repayment installment; 
unit: month; in case of default in the case, 
then installment when default was 
incurred; unit: month 

6 Financial variable Net loan amount 
(NTD’,000) Continuous number Loan amount; unit: NTD 1,000 

7 Financial variable Financial strength In classes from 0 to 4 In classes from 0 to 4 

8 Financial variable Reliability of financial 
report In four classes Truthfulness of financial statements 

9 Financial variable Proprietary capital ratio In classes from 0 to 6 A company’s shareholders’ equity (capital 
+ profit) 

10 Financial variable Gearing ratio In classes from 0 to 4 Profit to be created by proprietary funds 

11 Financial variable Fixed ratio In five classes Flexibility of the application of capital 

12 Financial variable Liquidity ratio In five classes 
It refers to the ratio between a company’s 
current assets and current liabilities and 
can reflect its short-term solvency 

13 Financial variable Quick ratio In five classes 
A measure of a company’s capability to 
immediately cash out its current assets to 
repay current liabilities 

14 Financial variable DSR In classes from 0 to 9 Debt service capability 

15 Financial variable Net turnover In five classes Average net turnovers 

16 Financial variable Accounts receivable 
days In five classes Average accounts receivable days 

17 Financial variable Days sales outstanding In five classes Average days sales outstanding 

18 Financial variable Gross profit In four classes To reflect the added value of a company’s 
products 

19 Financial variable Net profit margin In four classes A company’s profitability 

20 Financial variable Return on equity In five classes A company’s rate of return on 
shareholders’ investments 

21 Financial variable Net earnings per share 
growth rate In five classes Earnings per share growth rate 

22 Financial variable Turnover growth rate In five classes Turnover growth rate 
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Figure 1. Process flow of the prediction model proposed in this study. 

 
were a total of iN  sets of modeling data identified for the 
ith outstanding case. 
After the modeling data meeting the time characteristics 
were screened out in Phase 1, this study also considered the 
indirect impact of the sufficient or excessive modeling data 
on the accuracy of the prediction model. Therefore, sample 
size-based data screening was conducted in Phase 2. A 
certain correlation between the minimal sample size and the 
independent variable was identified by Stevens [28], which 
recommended at least 15 samples for one independent 
variable. In this study, after deducting the response 
variables, the research data consists of a total of 50 
independent variables; therefore, at least 750 samples were 
required for this study. If iN  sets of sampling data screened 
out in Phase 1 were greater than 750, such modeling data 
could be used immediately for modeling; if iN  sets of 
screened out sampling data in Phase 1 were less than 750, 
such modeling data were not suitable for modeling; 
however, the majority rule was applied instead for 
predicting the ith outstanding case. 
 
4.2.2 Establishment of the prediction model 
After screening the historical cases in above two phases, the 
modeling data for each of the outstanding cases, which met 
their respective time characteristics, were acquired. In this 
study, the prediction model was established by applying 
logistic regression for modeling data satisfying the minimal 
sample size. For modeling data below the minimum sample 
size, the majority rule was applied for prediction. 
The logistic regression analysis model was established by 
applying R software with screened out modeling data ( iN ), 
in order to satisfy the minimum sample size, and the 
prediction model for the ith outstanding case was obtained 
accordingly. Next, the default probability of the ith 

outstanding case could be obtained by substituting the case 
into the model. The default probability was interpreted 
against the established point of tangency. It was determined 
that the outstanding case would be subject to default in the 

future (denoted with 1) if the default probability is greater 
than the point of tangency, and it was determined that the 
outstanding case would not be subject to default in the 
future (denoted with 0) if the default probability is less than 
the point of tangency. Determination results were saved in 
the database, and it was determined whether the ith 

outstanding case was the last case (the 1,909th case). If the 
case was determined as the last outstanding case, it 
indicated that all outstanding cases have been predicted for 
default, and the predicting process could be ended. If the 
case was not determined as the last outstanding case, it 
would repeat the first step in screening, and repeat the 
above predicting process from the (𝑖𝑖 + 1)th outstanding 
case, till the last outstanding case. 
Errors in prediction may be caused if a model is directly 
established using modeling data that failed to satisfy the 
minimum sample size; therefore, for such minority cases 
with insufficient samples, the majority rule was applied in 
this study for prediction. When it was determined that the 

iN  sets of sampling data screened out for the ith 

outstanding case were less than the minimal sample size 
(750), the number of default cases and non-default cases in 
the iN  sets of sampling data would be calculated, and 
prediction result for the outstanding case would be 
determined by following the majority rule. That is to say, it 
would be determined that the case would be subject to 
default in the future (denoted with 1) if the number of 
default cases was greater than the number of non-default 
cases; and it would be determined that the case would not 
be subject to default in the future (denoted with 0) if the 
number of default cases was less than the number of non-
default cases. The process flow of the prediction model 
proposed in this study is shown in Figure 1. 
 
4.3 Establishment of the Cox proportional hazards model 
In practice, many financial institutions would apply the Cox 
proportional hazards model [29] to predict whether 
outstanding cases would be subject to default in the future.  
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Table 2. Prediction results by applying different approaches and the actual number of default cases. 

Starting year 2015 2014 2013 2012 2011 Total 
(case) 

Actual number of default cases 
(case) 86 11 3 0 0 100 

Cox proportional hazards model 
(case) 11 2 0 0 0 13 

Approach proposed in this study 
(case) 97 8 4 0 0 109 

 
 
The research data for establishing the Cox proportional 
hazards model were the same data of cases used for the 
approach proposed in this study. Like the research data 
division principle mentioned in section 4.2, such data were 
also divided into two types, namely, “historical cases” 
(19,330 cases in total) and “outstanding cases” (1,909 cases 
in total). 
Regarding the process for establishing the Cox proportional 
hazards model, first, the 19,330 historical cases and 1,909 
outstanding cases were imported into R software, 
respectively; second, the Cox proportional hazards model 
was established by using all historical cases and applying 
the programming language of R software, and the Cox 
proportional hazards prediction model was acquired 
accordingly. Then, all outstanding cases were substituted 
into the Cox proportional hazards prediction model to 
obtain their respective default probability. Determination of 
default was conducted by using the default probability 
against the established point of tangency. For fair 
comparison with the prediction results, as obtained by 
applying the approach proposed in this study, the 
established point of tangency for the Cox proportional 
hazards model was the same as that of the approach 
proposed in this study. The basis of determination for the 
point of tangency was: It was determined that the 
outstanding case would be subject to default in the future 
(1) if the default probability is greater than the point of 
tangency, and it was determined that the outstanding case 
would not be subject to default in the future (0) if the 
default probability is less than the point of tangency. 
 
4.4 Comparison of prediction results of the approach 
proposed in this study and the Cox proportional hazards 
model 
For facilitating practical applications by financial 
institutions, prediction results were validated by comparing 
them with the actual default state of the research cases, 
including the total number of default cases, the number of 
default cases for different starting years, and the default 
trend. Regarding the outstanding cases, cases that were not 
closed by December 2015, but were closed by September 
2017 with an actual state, were selected. The 1,909 
outstanding cases consist of a total of 100 default cases, and 
the number of actual defaults in each year is shown in Table 
2. As concluded by professionals in financial institutions, as 
based on their experience, generally, cases in the early stage 
are in an extremely unstable state; therefore, default cases 
have been frequently observed. However, with the passage 
of time, cases with a longer term are in a more stable state, 
default cases can be significantly reduced accordingly, and 
repayment can be made on time on the whole. 

According to the prediction result by applying the Cox 
proportional hazards model, there were 13 default cases 
among the outstanding cases. This result is quite different  
from the actual number of default cases (100 cases). It can 
be seen from the total number of default cases that the 
number of default cases was significantly underestimated 
by 87 cases when the Cox proportional hazards prediction 
model was applied. The prediction results by applying the 
Cox proportional hazards prediction model and the actual 
number of defaults are shown in Table 2. 
For the purpose of the approach proposed in this study, 
historical cases were screened in two phases, and the 
prediction model was established by applying logistic 
regression. According to the prediction result, there were a 
total of 108 default cases among the outstanding cases, which 
is close to the actual number of default cases (100 cases). It 
can be seen from the total number of default cases that the 
prediction result by applying the approach proposed in this 
study is closer to the actual default state. The prediction 
results by applying the approach proposed in this study and 
actual number of default cases is shown in Table 2. 
It can be seen from Table 2 that the default trend, as 
predicted by applying the approach proposed in this study, 
for each year is consistent with the actual state, i.e., the 
largest number of default cases has been observed in cases 
performed from 2015, while cases performed from 2014 
show a significant declining default trend. In addition, 
specifically, the number of default cases predicted by 
applying the approach proposed in this study for each 
starting year is quite close to the actual number of default 
cases. This indicates that an accurate prediction result 
consistent with the actual default state can be provided by 
applying the approach proposed in this study, in order to 
allow financial institutions to prepare an appropriate 
amount of capital conservation buffer. 
 
5. Conclusion and suggestions 
In most literature, financial institution loan default 
prediction models were established by using all the data, 
without the consideration of the respective time 
characteristics of different cases. In this study, in 
consideration of the different time characteristics of 
outstanding business loan cases, data were screened in two 
phases to select the appropriate modelling data for each of 
the outstanding business loan cases in a customized manner, 
and a sound prediction model was established by applying 
logistic regression. In addition, the difference between the 
prediction results by applying the Cox proportional hazards 
model, as commonly applied by financial institutions, and 
the approach proposed in this study, was discussed based on 
actual cases. Empirical results show that the approach 
proposed in this study could provide a better prediction 
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result closer to the actual default trend, which could provide 
financial institutions with effective decision-making 
information, help businesses accurately understand the 
default trend to prepare a sufficient amount of capital 
conservation buffer, resist fluctuations in economic cycle as 
a whole, and maintain the stability of financial institutions. 
Future researches may attempt modelling by applying 
different algorithms, such as random forest, neural network, 
and decision tree, to discuss whether different algorithms 
could improve the prediction results and accuracy of the 
model. 
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