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Abstract. Medical data mining is considered as a new solution to the analysis of medical
data and further expansion of the relative knowledge. Medical data mining has a high
potential to discover the hidden patterns. Recently, some studies have been conducted on
the relationship between the individuals' environmental surroundings and their exposure
to diseases, thus clearly con�rming the considerable impact of the quality of environmental
indicators such as environmental pollutants on diseases. In this respect, the current study
investigated the e�ect of the environmental conditions on the chance of diabetes based
on medical data mining technique. Given that diabetes is a global threat to the human
health, an Ensemble Classi�er based on Genetic Algorithm (ECGA) method was designed
to study the environmental conditions in diabetes. Decision tree, random forest, K-nearest
neighbor, and naive were included in the designed ensemble classi�er. It was found that
ECGA was more accurate than the base classi�er algorithms. For study purposes, three
datasets were collected from di�erent regions in Iran with di�erent climatic conditions and
it was found that environmental conditions had a signi�cant impact on diabetes.

© 2022 Sharif University of Technology. All rights reserved.

1. Introduction

Today, diseases highly contribute to increasing the
mortality rates. In this regard, medical data mining
provides solutions to this problem by analyzing a medi-
cal dataset. It is also regarded as an e�cient analytical
method for extracting the required information from
large volumes of medical data. Data mining techniques
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are used to develop predictive models that are able to
classify and predict the medical datasets [1]. Diabetes
is considered as one of the most important health
challenges worldwide. It is associated with sudden
abnormal increase in the blood glucose levels which is
generally found in two types. While Type 1 diabetes
is caused by insu�cient production of insulin in the
body, Type 2 diabetes is caused by lack of cells in
the body's e�ective response to insulin. This disease
causes serious damages to the vital systems of the
human body, especially the nervous one. The number
of diabetics worldwide is rapidly increasing, and it is
estimated that 642 million people will be a�ected by
the disease by 2040 [2]. Figure 1 shows the growth
rate of the number of diabetic patients worldwide based
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Figure 1. The growth rate of the number of diabetic
patients worldwide.

on the reports provided by the International Diabetes
Federation [3{10].

Surprisingly, it has been recently found that
diabetes and climate change are linked. To be spe-
ci�c, severe climate changes and subsequent rising
temperatures may increase the morbidity and mortality
rates among patients with diabetes, especially those
with cardiovascular complications [11]. The present
study aims to evaluate the e�ects of the environmental
conditions on diabetics based on medical data mining
techniques. To this end, Ensemble Classi�er based
on Genetic Algorithm (ECGA) method was designed
to investigate the environmental conditions and their
e�ects on diabetes. In addition, decision tree, random
forest, K-nearest neighbor, and naive Bayes were
used in the designed ensemble classi�er of the expert
systems. Examination of the environmental conditions
based on this method facilitates studying other dis-
eases such as the Coronavirus pandemic. Coronavirus
(COVID-19) is the descendent of acute Coronavirus 2
syndrome (SARSCOV2) which turned into an unprece-
dented global health crisis since 2020. Considering
the worldwide epidemic of COVID-19, this method
helps examine the environmental impacts on di�erent
factors such as the pandemic mortality rates based
on real data including physiological characteristics and
treatment outcome of the patients with COVID-19 in
di�erent parts of the world. However, this issue should
be further explored in the future due to the lack of
available su�cient data at the moment. This study
pursues two main objectives:

1. Designing an the ECGA to increase the accuracy of
diabetes diagnosis;

2. Investigating the impact of environmental condi-
tions on diabetes using the designed ECGA in this
paper.

The rest of this paper is organized as follows. Section 2
introduces the related classi�cation techniques in two
groups of patients with diabetes and potential diabetes.
Section 3 describes the methodology of the proposed
approach. Section 4 presents the experimental results.

Finally, Section 5 concludes the study with some
directions for future research.

2. Related work

So far, numerous methods have been proposed in the
literature to detect and diagnose diabetes based on
the medical data mining techniques. For instance,
Huang et al. proposed a classi�cation model to diagnose
Type 2 diabetes in patients. To this end, �rst, they
collected the required information about the diabetic
patients between 2000 and 2004 from some speci�c
hospitals. Then, they employed the feature selection
technique to improve the computational e�ciency.
Followed by selecting the appropriate features, they
utilized three di�erent classi�ers (i.e., Nave Bayesian,
IB1, and C4.5) to predict the probable conditions of
diabetic patients [12]. Kahramanli and Allahverdi, in
another study, established a combined system based
on arti�cial and fuzzy neural networks to e�ciently
diagnose diabetes. The issue of real-time performance
was examined to determine the feasibility of the hybrid
system [13]. Temurtas et al. conducted a comparative
study on the neural network techniques adopted to
identify diabetic patients. The structures of both
multilayer and possible neural networks were compared
to identify diabetic patients [14]. In addition, Patil
et al. proposed a hybrid predictive model for Type 2
diabetes. In this prediction model, Cummins clustering
algorithm was used to validate the classes assigned
to the data while the C4.5 algorithm was applied
for classifying the dataset [15]. Moreover, Ganji
and Abadeh presented a fuzzy classi�cation system
based on ant colony optimization algorithm to diagnose
diabetes. This classi�cation system was designed to
derive a set of fuzzy rules for diagnosing diabetes [16].
C�ali�sir and Dogantekin introduced an automatic di-
abetes diagnosis system based on linear discriminant
analysis and Morlet wavelet support vector classi�er.
In their proposed system, linear separator analysis
was used to extract the features and reduce them
as well, and Morlet wavelet Support Vector Machine
(SVM) was used to classify the dataset [17]. Aslam
et al. considered genetic programming in production of
new diabetes features. Of note, genetic programming
produces new diabetic features by making nonlinear
combinations of key features [18]. Seera and Lim
proposed a hybrid intelligent system to classify the
medical data as diabetic data. The components of this
intelligent system were the fuzzy minimum-maximum
neural network, regression tree, and random forest [19].
Gorza lczany and Rudzi�nski used a fuzzy classi�cation
system based on a multi-objective genetic algorithm for
disease diagnosis. In this method, the multi-objective
genetic algorithm selects the best rules for making deci-
sions on the diseases [20]. Kavakiotis et al. presented a
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systematic review of machine learning and data mining
techniques in the �eld of diabetes. In their e�orts, they
mainly focused on reviewing the already conducted
studies on the diagnosis, prediction, and detection of
disease complications [21]. Kumari et al. employed the
machine learning algorithms to ensure better accuracy
while predicting diabetes. They also used the Pima
Indians diabetes dataset in their research. In their
proposed method, they used an ensemble of three
random forest, naive Bayes, and logical regression algo-
rithms. Compared to the basic ensemble classi�er such
as AdaBoost, XGBoost, etc., the proposed method
enjoyed the bene�t of better accuracy [22]. Zheng et al.
established a framework based on machine learning for
diagnosing diabetes Type 2 through electronic health
records. The proposed framework contains the K-
nearest neighbor, naive bayes, decision tree, random
forest, SVM, and logistic regression [23]. Gupta et
al. developed a computational approach to diagnosing
and predicting diabetes which was comprised of 15
di�erent machine learning methods such as Perceptron,
K-nearest neighbors, SVM, logistic regression, nave
bayes, decision tree, random forest, etc. They used
two clinical datasets and con�rmed the superiority of
the logistic regression in the accuracy parameter over
other classi�cations [24]. In another study, Rahman
et al. proposed a deep learning method based on
Convolutional LSTM (Conv-LSTM) to diagnose dia-
betes. For this purpose, they utilized the pima Indians
diabetes dataset. The obtained results were compared
with those from the three methods namely Convo-
lutional Neural Network (CNN), traditional LSTM,
and CNN LSTM, indicating that Conv LSTM was
superior to other three models in terms of accuracy [25].
Badiuzzaman Pranto et al. used machine learning
techniques to predict diabetes. The datasets they used
included both Pima Indians diabetes and hospital pa-
tient data in Bangladesh. First, they performed initial
preprocessing of the dataset and then, applied four
categories of decision tree, random forest, K-nearest
neighbor, and nave Bayes to the dataset. In both
datasets, random forest and nave Bayes outperformed
other categories in terms of accuracy [26]. Canadasan
Kannadasan et al. proposed a classi�cation model for
diabetes Type 2 data based on automated coding of
deep neural networks. In this respect, they extracted
appropriate features from the dataset through the
automated coding and then, used deep neural networks
for classi�cation [27]. Patra et al. suggested an
improved neighbor classi�cation to predict diabetes. In
the classic KNN classi�er, Euclidean distance technique
was used to calculate the distance between the test
and training samples. Of note, in the improved KNN
classi�er, a new approach to calculating the distance
between the test and training samples was proposed
based on the standard deviation. The diagnosis

accuracy of the proposed approach with regard to
the standard dataset of diabetes was 83.20% [28].
Khanam and Foo provided a comprehensive assessment
of machine learning algorithms for diagnosing diabetes.
In this method, seven machine learning algorithms
were evaluated to diagnose diabetes and �nally, a
neural network model with two hidden layers obtained
the highest diagnostic accuracy of 88.60% [29]. Kaul
and Kumar provided a comprehensive overview of the
studies conducted to develop a model for predicting
diabetes. Di�erent machine learning classi�cation
algorithms were used to diagnose diabetes. In order to
conduct the current study, di�erent machine learning
classi�cation algorithms namely the genetic algorithm,
decision tree, random forest, logistic regression, SVM,
and Naive Bayes were thoroughly investigated. Then,
the tests were performed on the Pima Indian Diabetes
Dataset (PIDD) found in the UCI machine learn-
ing repository. The �ndings revealed that the best
classi�cation performance was exhibited using genetic
algorithm [30]. Sangien et al. predicted diabetes using
classi�cation algorithms. To this end, they employed
three common predictive algorithms namely the SVM,
logistic regression, and random forest and diagnosed
diabetes using the PIDD. They found that SVM was
obtained with the highest accuracy of 80% compared
to the other two algorithms [31].

3. Methodology

This study pursued two main objectives: �rst, design-
ing an ECGA to increase the accuracy of diabetes
diagnosis and second, evaluating the environmental
impacts on diabetes through an ECGA. This section
comprises the following subsections: Data collection,
ensemble classi�er, and environmental conditions.

3.1. Data collection
Three datasets were collected from health centers in
three regions with di�erent climates in Iran to achieve
the main objectives listed below:

1. The dataset collected from the �rst region is repre-
sented by DB1. Based on the DB1 dataset, Train1
and Test1 datasets are obtained;

2. The dataset collected from the second region is
denoted by DB2. Based on the DB2 dataset, Train2
and Test2 datasets are obtained;

3. The dataset collected from the third region is
represented by DB3. Based on the DB2 dataset,
Train3 and Test3 datasets are obtained;

4. The integrated form of the three datasets of DB1,
DB2, and DB3 is represented by DB. Based on the
DB dataset, Train and Test datasets are obtained.
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3.2. Ensemble classi�er
The designed ensemble classi�er consists of expert
systems of the decision tree, random forest, K-nearest
neighbor, and naive Bayes. In the designed ensemble
classi�er, ten expert systems were used to diagnose
diabetes. In addition, a weight was assigned to each ex-
pert system, indicating the extent to which the expert
system a�ects the decision of the ensemble classi�er.
The more the weight intended for an expert system in
the ensemble classi�er, the greater the inuence of that
expert system in the decision-making of the ensemble
classi�er, and vice versa. The genetic algorithm is
used to properly weigh the expert systems in the
ensemble classi�er. Figure 2 shows the framework of
the ensemble classi�er designed in this paper.

Table 1 shows the expert systems used in the
ECGA. In this group, the test specimens are e�ective
in classifying each expert system. The test samples
have two classes, i.e., zero and one, where class zero
represents the healthy samples and class one the pa-
tient samples. GEC is evaluated upon applying it to
the DB dataset.

Chromosome creation
Each chromosome is made up of ten genes, each
representing the weight assigned to an expert system

Figure 2. The designed ensemble classi�er framework.

Table 1. The expert systems used in the genetic-based
ensemble classi�er.

No. Expert system Abbreviation Exclusivity

1 Decision Tree DT |
2 Random Forest RF1 100 Tree
3 Random Forest RF2 150 Tree
4 Random Forest RF3 200 Tree
5 Random Forest RF4 250 Tree
6 Nave Bayesian NB |
7 K-Nearest Neighbors KNN1 K = 1
8 K-Nearest Neighbors KNN2 K = 3
9 K-Nearest Neighbors KNN3 K = 5
10 K-Nearest Neighbors KNN4 K = 7

Figure 3. An instance of a chromosome.

Figure 4. The initial population of the genetic algorithm.

in the ensemble classi�er. The weight considered for
each expert system in the ensemble classi�er has a
numerical value of 0{1. Figure 3 shows an example
of a chromosome.

Initial population
The initial population of the genetic algorithm is
generated randomly. The genes on each chromosome in
the initial population randomly receive a value between
0 and 1. The population size is displayed in the genetic
algorithm with the variable size. Figure 4 shows the
initial population of the genetic algorithm.

Fitness function
The �tness function is used to evaluate the quality of
each chromosome. As mentioned earlier, each chromo-
some comprises ten genes, each of which represents the
weight intended for the expert systems. A test sample
is +1 or �1 for each expert system. If the test sample
class is detected as healthy for an expert system, the
number +1 will be considered for it. On the contrary,
if the test sample class is detected as sick for an expert
system, the number �1 will be allocated to it. Finally,
ten expert systems were calculated through Eq. (1), as
shown below:

Final Decision = sgn

 
10X
i=1

(ci � yi)
!
; (1)

where yi represents the ith expert system and ci the
weight of the ith expert system derived from the
chromosome data. In addition, the sgn function, called
the sign function, is the one which generates three
numeric values of +1, �1, and 0 to the output. In
case the sgn function returns zero as the output, the
decision will fail. According to Eq. (1), the �nal
decision of the ensemble classi�er is calculated based
on the information obtained from the chromosome on
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all test samples. Measurement of diagnostic accuracy
is considered as a �tness function. In Eq. (2), the
diagnostic accuracy criteria are shown as:

Fitness =
TP + TN

TP + TN + FP + FN
; (2)

where TP and TN variables stand for the numbers
of healthy and patient specimens, respectively, which
were diagnosed correctly. In addition, the FP and
FN variables indicate the number of healthy and sick
specimen, respectively, which were misdiagnosed.

Selection operator
The selection operator is responsible for generating
the next generation in the genetic algorithm. The
genetic algorithm uses the roulette wheel selection
operator. It operates based on the probability of
selecting chromosomes. The probability of selecting
each chromosome is calculated through Eq. (3). Then,
Figure 5 shows the roulette wheel selection operator on
four chromosomes.

SP(CHi) =
Fitness(CHi)Psize

j=1(Fitness(CHi))
: (3)

Crossover operator
To apply the crossover operator, a random number is
generated in the range of 0{1. In case this number is
less than the value speci�ed for Pc, the crossover op-
eration is made between the two parent chromosomes;
otherwise, the two-parent chromosomes will be passed
to the next step unchanged. The two-point crossover
technique is used to execute the crossover operator. In
such an operator, two random numbers in the range of
\one to ten" are �rst selected. The numbers selected
in this range are the same as the crossover points.

Figure 5. The roulette wheel selection operator.

After selecting the crossover points on the two-parent
chromosomes, the genes between these points on the
chromosomes move together to produce two pieces of
new o�spring.

Mutation operator
A random number is generated in the range of 0{1 to
apply the mutation operator. If this number is less than
the value speci�ed for Pm, the mutation occurs on the
parent chromosome; otherwise, the parent chromosome
will be transferred to the next step unchanged. The
displacement mutation technique is used to execute
the mutation operator. Two genes on the parent
chromosome are randomly selected for ful�lling this
function. Followed by selecting the two desired genes,
their numerical values will be transferred to each other.

3.2.1. Replacement and stopping criteria
The generational update is used in the designed genetic
algorithm. In fact, the o�spring produced at each stage
of the genetic algorithm will replace their parents in
the next population. In other words, the o�spring
is generated as many as the number of chromosomes
in the current population and it makes up the next
population in the genetic algorithm. In addition,
the number of iterations of the genetic algorithm is
considered as a stopping criterion, which is represented
by the variable iteration.

Ensemble classi�er pseudocode
In this section, ECGA was designed based on the
expert systems of the decision tree, random forest, K-
nearest neighbor, and naive Bayes. Algorithm 1 shows
the basic genetic ensemble classi�er pseudocode. This
classi�er is used to diagnose diabetes.

3.3. Environmental conditions
In this section, the impact of environmental conditions
on diabetes is examined. In fact, it investigates how
each training dataset operates on the test dataset.
Let TR = (tr1; tr2; � � � ; trs)t be a set of trains with
di�erent samples but similar features, and TE =
(te1; te2; � � � ; tes)t a set of tests from the corresponding
trains so that tes. Here, s represents the number of
regions. In case Alg is a classi�er algorithm such as
Decision Tree, Nave Bayesian, etc., Eq. (4) is written
as:

Lij = Alg(tri; tej); i; j = 1; � � � ; s; (4)

where Lij is the output labels by the classi�er algo-
rithm Alg. If we assume that Ltej , j = 1; � � � ; s, can
be the real labels of the dataset tej , the output quality
size (Lij)Alg is shown in Eq. (5):

Rij = Accuracy(Lij ; Ltej): (5)

It should be proved that if Rii > Rij , i 6= j, then tei
is better suited for tri, indicating that the conditions
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Algorithm 1. ECGA pseudocode.

Algorithm 2. The pseudocode to assess the impact of environmental conditions.

in the area are e�ective concerning the disease. The
general structure of investigating this case is typically
in the form of the pseudo-code presented in Algo-
rithm 2.

Three di�erent models were designed to inves-
tigate the e�ect of environmental conditions (by ex-
amining three di�erent areas) on diabetes. The �rst,
second, and third models were built based on the
Train1, Train2, and Train3 datasets, respectively. Fig-
ure 6 shows the solution for examining the e�ects of
environmental conditions on diabetes in three di�erent
areas. In this examination, three steps should be taken
into account:

Step 1: The three designed models are evaluated
on the Test1 dataset, and measurement of diagnos-
tic accuracy is generated as the output. In case
Output11 outperforms Output21 and Output31, it can
be concluded that the environmental conditions a�ect
diabetes;
Step 2: The three designed models are evaluated on
the dataset Test2, and measurement of the diagnostic
accuracy is generated as output. If Output22 outper-

forms Output12 and Output32, it can be concluded
that the environmental conditions a�ect diabetes;

Step 3: The three designed models are evaluated
on the dataset Test3, and measurement of diagnosis
accuracy is generated as the output. In case Output33
outperforms Output13 and Output23, it can be con-
cluded that environmental conditions a�ect diabetes.

4. Experimental results

4.1. Datasets
Table 2 presents some information about the dataset.

Table 2. The information related to the dataset.

Dataset Total
samples

Training
samples

Testing
samples

DB1 500 400 100

DB2 500 400 100

DB3 500 400 100

DB 1500 1200 300
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Figure 6. Investigation of the e�ect of the environmental conditions on diabetes.

Figure 7. Frequency distribution of samples in the
dataset.

It shows the total number of samples in the dataset.
Generally, 80% and 20% of the samples in each dataset
are used for training and testing datasets, respectively.
In addition, Figure 7 shows the frequency distribution
of the samples in the dataset. Obviously, each sample
in the dataset has either a patient or healthy class.

Table 3. Initial values of the parameters of the genetic
algorithm.

No. Parameter Value

1 Chromosome length 10
2 Population size 100
3 Imax 300
4 Pc 0.8
5 Pm 0.01

4.2. Initialization parameters
Population size is considered constant in the genetic
algorithm. Table 3 shows the initial values of the
parameters of the genetic algorithm.

4.3. Result
Table 4 shows the diagnostic accuracy of di�erent clas-
si�ers applied to the DB dataset. As shown in Table 4,
the ECGA has an accuracy rate of 87.91%, indicating
that ECGA outperformed ten expert systems. It also
improved the diagnostic accuracy criterion by 1.64%,
compared to the best expert system. Figure 8 shows
the performance of the classi�ers in the DB dataset
in terms of the error rate criterion. ECGA had the
lowest error rate among the expert systems computed
as 12.09%.
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Table 4. The classi�ers' diagnostic accuracy.

No. Expert system Abbreviation Accuracy (%)
1 Decision tree DT 82.04
2 Random forest RF1 85.20
3 Random forest RF2 85.09
4 Random forest RF3 85.20
5 Random forest RF4 85
6 Nave Bayesian NB 85.40
7 K-nearest neighbors KNN1 81.69
8 K-nearest neighbors KNN2 84.60
9 K-nearest neighbors KNN3 85.31
10 K-nearest neighbors KNN4 86.27
11 Ensemble classi�er based on genetic algorithm ECGA 87.91

Figure 8. Performance of classi�ers in terms of error rate
criterion.

Table 5. The results obtained from evaluation of the �rst
step.

Expert system Output11 Output21 Output31

DT 94.54 88.21 90.37
RF1 96.63 92.52 90.23
RF2 96.63 92.72 90.37
RF3 96.70 92.79 90.64
RF4 96.56 92.59 90.57
NB 94.34 88.21 90.37

KNN1 93.73 86.06 87.34
KNN2 94.61 89.76 91.24
KNN3 95.01 91.31 91.98
KNN4 95.69 92.45 92.12
ECGA 96.97 92.94 94.07

Table 5 shows the results from the �rst step of
examining the impact of the environmental conditions
on diabetes. As observed, Output11 outperformed
Output21 and Output31 in all expert systems. There-
fore, based on the assessment made in the �rst step, it
can be concluded that environmental conditions a�ect
diabetes.

Table 6. Results of evaluating the second step.

Expert system Output12 Output22 Output32

DT 79.66 82.96 74.94
RF1 81.81 84.31 76.49
RF2 81.75 84.51 77.03
RF3 81.75 84.57 77.37
RF4 81.61 84.64 77.10
NB 80.80 81.21 78.95

KNN1 78.45 78.99 77.17
KNN2 81.21 81.27 78.04
KNN3 82.22 82.96 80.40
KNN4 82.76 84.51 81.34
ECGA 86.26 86.66 82.66

Table 7. Results of evaluating the third step.

Expert system Output13 Output23 Output33

DT 82.89 81.01 86.26
RF1 83.97 83.70 88.14
RF2 84.10 83.63 89.36
RF3 84.10 84.17 88.48
RF4 83.83 83.50 88.62
NB 83.97 79.73 86.66

KNN1 83.16 79.19 85.05
KNN2 82.76 80.94 85.11
KNN3 83.30 82.15 86.53
KNN4 84.24 83.23 86.80
ECGA 86.53 86.01 91.26

Table 6 shows the results of the second step
of the environmental assessment and its relation to
diabetes. As observed, Output22 outperforms Output12
and Output32 in all expert systems. Therefore, based
on the assessment made in the second step, it can
be concluded that the environmental conditions have
signi�cant impacts on diabetes.

Table 7 shows the results of the third step of
examining the environmental conditions impact on
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Table 8. The performance of expert systems in evaluating the environmental conditions impact on diabetes.

Expert
system

Output11 Output21 Output31 Output12 Output22 Output32 Output13 Output23 Output33

DT 94.54 88.21 90.37 79.66 82.96 74.94 82.89 81.01 86.26

RF1 96.63 92.52 90.23 81.81 84.31 76.49 83.97 8.70 88.14

RF2 96.63 92.72 90.37 81.75 84.51 77.03 84.10 83.63 89.36

RF3 96.70 92.79 90.64 81.75 84.57 77.37 84.10 84.17 88.48

RF4 96.56 92.59 90.57 81.61 84.64 77.10 83.83 83.50 88.62

NB 94.34 88.21 90.37 80.80 81.21 78.95 83.97 79.73 86.66

KNN1 93.73 86.06 87.34 78.45 78.99 77.17 83.16 79.19 85.05

KNN2 94.61 89.76 91.24 81.21 81.27 78.04 82.76 80.94 85.11

KNN3 95.01 91.31 91.98 82.22 82.96 80.40 83.30 82.15 86.53

KNN4 95.69 92.45 92.12 82.76 84.51 81.34 84.24 83.23 86.80

ECGA 96.97 94.94 94.07 86.26 86.66 82.66 86.53 86.01 91.26

diabetes according to which Output33 outperforms
Output13 and Output23 in all expert systems; hence,
the environmental conditions a�ect diabetes.

Table 8 makes a comparison of the performance of
the expert systems to assess the e�ect of environmental
conditions on diabetes. According to this table, ECGA
had the highest degree of diagnostic accuracy among
all nine outputs of the expert systems. For this reason,
ECGA exhibits the best performance among all expert
systems.

5. Conclusion

Diabetes is considered as one of the serious diseases
threatening the global health. In recent decades,
it has spread rapidly and caused serious damage to
vital systems of human body, especially the nervous
system. For this reason, the application of medical
data mining for diagnosing and analyzing diabetes
has gained signi�cance. The present study aimed to
investigate the impacts of the environmental conditions
on diabetes based on Ensemble Classi�er based on
Genetic Algorithm (ECGA). Findings revealed that
ECGA exhibited the best performance with the di-
agnostic accuracy of 87.91% in the diabetes dataset,
compared to the expert systems of the decision tree,
random forest, K-nearest neighbor, and naive Bayes.
In addition, the results con�rmed the considerable
impacts of environmental conditions on diabetes.
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