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Abstract. Providing appropriate home health care is one of the increasing concerns in
the health care organizations. Home health care provides various services for disabled or
elderly individuals at their homes. Also, dealing with the current critical situation of the
coronavirus disease (COVID-19) due to the limited capacity of hospitals and the feeling
of insecurity in crowded places, home health care is more recommended. This paper
addresses a Home Health Care Routing and Scheduling Problem (HHCRSP) with two
modes of transportations including public and private modes. Also, multi-depot version of
the problem is studied to enhance the service delivery in scattered points. In this study, a
mathematical model is presented based on a Mixed Integer Linear Programming (MILP)
whose objective function is minimization of the sum of the travel distance and overtime
costs. Furthermore, three meta-heuristic algorithms including Invasive Weed Optimization
(IWO), Grasshopper Optimization Algorithm (GOA), and Simulated Annealing (SA)
are presented for solving large-sized problems. Since the performance of meta-heuristic
algorithms depends on setting the parameters, the Taguchi method is used to statistically
set parameters of the developed algorithms. The computational results have shown that
the proposed IWO has worked better than the other two proposed algorithms statistically.
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1. Introduction

Home Health Care (HHC) services present specialized
and general medical care for elderly and disabled ones
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who need continuous nursing care at their homes. Cur-
rently, a vast number of medical and nursing companies
are working in this �eld [1,2]. Uncontrolled growth
of industrial pollution as well as urban transportation
systems, have led to a rise in hospitalization. Although
the hospital o�ers specialized services, the congestion
of hospitals is inconsistent with providing high quality
services. The shorter patients stay in the hospital,
the better nurses will be able to take care of them.
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On the other hand, patients who need general hygiene
cares feel more comfortable at home [3]. Also, with
the advent of the coronavirus, it's better for high-risk
people or patients with mild symptoms of this disease
to get the required medical services at home. Moreover,
in cases where COVID-19 patients are in the recovery
phase some patients can leave the hospital and continue
treatment at home.

Since the HHC goes back to public welfare and
health, there are many important challenging dilemmas
in this area such as Home Health Care Routing and
Scheduling Problem (HHCRSP). Urbanization made
nursing companies more eager to �nd the best route
and schedule for nurses systematically. The HHCRSP
is de�ned as planning and directing nurses to provide
cares or services at patients' homes. It is the developed
form of Vehicle Routing Problem (VRP) with time
windows. To the best of our knowledge, Fernandez et
al. [4] are one of the �rst researchers that have studied
the HHCRSP. They examined the working day of the
United Kingdom nurses and considered the travel time
and service providing time in the presented model.
Also, the authors provided a method to split up the
country based on the allocation of nurses. Begur et
al. [5] has addressed a Spatial Decision Support System
to plan HHC medical services.

The HHCRSP can be divided into two cate-
gories: Single depot VRP [6{8] and multiple depots
VRP [1,9,10]. In single depot mode, nurses departure
from a health center to patients' home. Braekers et
al. [6] developed the multi-objective single depot ver-
sion of HHCRSP. They proposed a Mixed Integer Lin-
ear Programming (MILP) model for this problem and
examined the tradeo� between cost and customer dis-
satisfaction objectives. The model considered charac-
teristics such as overtime [11,12], travel costs depending
on the mode of transportation, hard time window and
client preferences. In their study, small sizes of prob-
lems were solved using epsilon constraint framework.
Also, the meta-heuristic algorithm based on the multi-
directional local search framework and large neighbor-
hood search was proposed to solve problem instances
of realistic size. In order to assess urban transportation
sustainability, Fikar and Hirsch [7] considered car and
trip sharing concepts for the single depot HHCRSP.
They also have enumerated walking and trip sharing
as an e�ective way to attain sustainability goals. In
multiple depots subject, there are two approaches in
the literature. In the �rst approach, each nurse's home
acts as a depot and in the second approach, nurses
move from several HHC o�ces to patients' homes
and the destination depot will be at a �nal location,
e.g., their home, o�ce, hospital or laboratory [10].
Note that far too little attention has been paid to
second approach of multiple depots. Decerle et al. [1]
developed a mixed integer programming model for the

multi-depot HHC. Each nurse had a hard time window
and a special quali�cation level. Their planning horizon
was daily and a meta-heuristic algorithm was presented
for the problem. Tohidifard et al. [10] addressed
a HHCRSP with several depots and time windows.
They proposed a bi-objective mathematical model and
four heuristics for Green Home Health Care (GHHC)
problem. GHHC was developed to get HHC closer
to real world. Also, di�erent types of transportation
system were used in the research problem. Nowadays
there are an increasing demand for HHC services, so the
world is facing with the growth of HHC service delivery
organizations. Also, HHC organizations are developing
their branches in cities and metropolises. Often, the
main HHC center is a hospital with full facilities. In
addition to this hospital, some branches are stablished
in di�erent high demanded places to present services
in a scattered manner. The task of the branches is
to equip nurses with necessary items and direct them
to the patients for doing needed services. So, we chose
multiple depots mode to present and de�ne the problem
in this article.

Most articles in the HHC �eld have used single
transportation mode and a few of them have used
multimodal transportation [13]. VRP literature tried
to control environmental pollutants using approaches
such as utilizing several vehicle types [9], di�erent
modes of transportation and car sharing [7]. Xiao and
Konak [14] developed a MILP model with considering
heterogeneous vehicles. In their research di�erent
types of transportation system have been used. These
vehicle types have di�erent capacities and cost of trans-
portation. In the present article, we focused on two
modes of transportation including public and private
modes [15,16] with homogeneous vehicle types. Since
most of researches model the HHC as a development
of VRP, the travel distance cost is considered as the
primary objective function of the problem. Moreover,
several studies of HHC include overtime [17] in their
models.

Even if all of three above mentioned subjects
including overtime, multimodal transportation and
multiple depots are investigated in the HHC literature,
few articles addressed all of them simultaneously. In
this study, a mathematical model is presented for the
HHCRSP problem based on a MILP whose objective
function is minimization of the sum of the travel
distance and overtime costs. Also, second approach of
multiple depots and multimodal transportation (public
and private modes) are considered in developing this
model. Therefore, this article considers overtime, mul-
timodal transportation and multiple depots subjects at
the same time in the presented problem.

A review of the literature reveals that some au-
thors provided exact methods for solving the HHCRSP.
Liu et al. [18] presented a branch-and-price algorithm
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for the problem. Riazi et al. [19] developed a column
generation-based gossip algorithm for a single depot
HHCRSP which contains a single mode of transporta-
tion. The authors integrated the gossip algorithm with
a local solver based on column generation, which made
it an e�ective algorithm for larger problem instances.
The objective function of the problem was determined
the minimization of the total distance traveled by all
of the caregivers. Despite the bene�ts of accurate
methods, these methods are able to plan a few visits
and a limited number of nurses per day. Since the
HHCRSP belongs to NP-hard class [12], exact meth-
ods cannot tackle this problem within a reasonable
amount of time. To overcome this di�culty, most
of studies have utilized meta-heuristic algorithms to
solve the problem in the HHC literature. These meta-
heuristics include population-based methods such as
hybrid ant colony algorithm [20], variable neighbor-
hood search [17] and genetic algorithm [21]. Hiermann
et al. [12] generated the initial response by a random
approach, then improved the quality of solution with
four meta-heuristics. Also, Decerle et al. [22] developed
the memetic algorithm for solving the HHCRSP and in-
vestigated impact analysis of workload balancing on the
problem. Trautsamwieser et al. [17] solved the real size
HHCRSP problems by heuristic-based variable neigh-
borhood search. Also, Mankowska et al. [23] developed
adaptive variable neighborhood search meta-heuristic
for the HHCRSP with interdependent services. Liu
et al. [24] proposed an adaptive large neighborhood
search heuristic for the VRP with time windows of
nurses and patients and synchronized visits in the
HHC industry. The problem objective function was
determined minimization of the vehicles' travel costs
and �xed costs. In the present study, we propounded
three well-known meta-heuristics including Invasive
Weed Optimization (IWO), Simulated Annealing (SA)
and Grasshopper Optimization Algorithm (GOA) for
solving the understudied problem. To the best of our
knowledge, it is the �rst time that IWO and GOA
meta-heuristic algorithms are used to optimize the
HHCRSP problem. The HHCRSP covers some of the
problems and challenges related to nursing companies
in the real world. Mainly HHCRSP encompass two
aspects of routing and scheduling. Therefore, studying
and optimizing HHCRSP bring about a reduction in
costs of both patients and HHC centers, service provid-
ing in a reasonable time and also covering more patients
in a day. According to the fact that the problem is NP-
hard, we tried to provide more e�cient algorithms for
solving this problem. The main highlights of the paper
are as follows:

� Presenting a suitable and validated mathematical
model for the HHCRSP based on a MILP;

� Considering overtime, multimodal transportation

(public and private modes) and multiple depots
subjects at the same time and simultaneously in the
presented problem;

� Developing SA, IWO, and GOA meta-heuristic al-
gorithms to optimize the HHCRSP;

� Presenting a new solution representation method for
proposed meta-heuristic algorithms.

The outline of the paper is as follows. In Section 2,
problem description is presented. Section 3 introduces
the new mathematical model for the studied problem.
In Section 4, presented meta-heuristic approaches are
described, also computational study results are pro-
vided in Section 5. Finally, conclusion and future
perspectives of our work are stated in Section 6.

2. Problem description

The HHCRSP is developed on a directed graph G =
(V;Q) where V = fVp [ Vs [ Veg is the set of vertices
representing patients' nodes (Vp), initial start depots
(Vs) and destination depot (Ve). Each nurse n 2
N(N = fN1; N2; :::; Nnmaxg) has a service time (sti)
for patient i. For each nurse n, a time window [an; bn]
is de�ned, which speci�es the lower and upper bound of
the nurse total activity during a day. Maximum regular
working time duration for each nurse n is rn and mn
is maximum allowed daily working time duration for
each nurse, rn � mn. Therefore, total working time is
limited and the overtime is allowed up to a determined
cost of dn. Overtime is equal to the time exceeding the
maximum regular working day. Each nurse is able to
provide speci�c services and is assigned to the patients
according to their quali�cation level. Parameter qin
determines whether a nurse n is su�ciently quali�ed
to visit patient i (qin = 1) or not (qin = 0). In
order for all nurses to be able to go to the initial
start and destination depots, the values of q0n and
qfn is set to 1. The arc set Q is characterized as
Q =

�
(i; j; n)ji 2 V nVe, j 2 V nVs, n 2 N , i 6= j,

qin = 1, qjn = 1
	

. In the problem of this article, it is
assumed that a quali�ed nurse is predetermined by the
management of medical centers to provide the required
medical services for each patient (job). Therefore, each
nurse has a pre-selected set of patients who should
only visit them, which should be considered in the
members of the set Q. In fact, the challenge of the
presented article is related to a real-world situation
in which patients have selected their own nurse based
on their preferences and �nalized their request in a
contract with the main health care center. For patient
convenience a hard time window [ei; li] is de�ned for
each patient i. Nurses should wait if they arrive before
the start of time window. The nurses' movements
between the nodes are done by vehicles. In this study,
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Table 1. Sample problem parameters.

Parameters [an; bn] ei li rn mn sti
Values [0,480] � U [0; 60] � U [420; 480] 360 480 � U [30; 100]

Figure 1. Directed graph of nurses' routes.

two types of transportation including private (mode
1) and public (mode 2) modes are considered for used
vehicles. The public transportation mode has fewer
travel costs and higher travel time compared with pri-
vate transportation mode. K = fK1;K2; :::;Kkmaxg is
the set for vehicles and U = fu1; u2; :::; ukmaxg is the set
for modes of transportation related to vehicles. Since
in the understudied problem, each nurse is assigned
to one vehicle for trip, the number of nurses is equal
to the number of available vehicles (nmax = kmax).
Each vehicle k 2 K begins at one of the initial start
depots (initial depots), transports the nurse between
patients' nodes and ends at destination depot (�nal
depot). Parameter ci;j;u(k) is the travel cost between
nodes i and j by vehicle k under mode u(k) and ti;j;u(k)

travel time between nodes i and j by vehicle k under
mode u(k). The values of these two parameters are
computed based on the Euclidean distance between
nodes and coe�cients of time and cost.

The developed HHC problem has a daily planning
horizon. At the beginning of each day, the problem
is solved according to the real situation, location of
new patients and the nurse presence. Afterwards,
each nurse can start their visits by assigned vehicle
according to the scheduled sequence. In this study,
customer is essentially a patient who needs specialized
medical and nursing services at home. These services
can include injections, changing a surgical wound
dressing, removing stitches and other essential medical
services. Nurses have multiple initial depots and one
�nal depot. In this problem initial depots are health
centers which should be assigned to nurses to determine
the starting point and the �nal depot is a hospital.
It should be noted that all the health centers are
organized and managed by a hospital. Nurses start
their route from one of the health centers and �nally

come back to the hospital to deliver the blood sample
and infectious wastes such as syringe needles. The
problem goal is to �nd the best schedule and route for
each nurse including:

1. Selecting the initial start depots for nurses;
2. Determining the sequence of the patients' visitation

for each nurse;
3. Finding the mode of transportation for each nurse

based on the route.

Also, the problem objective function is sum of the
travel distance and overtime costs minimization.

In the following example, a problem is assumed
wherein there are 6 patients, 3 nurses, 3 vehicles,
2 initial centers and one �nal health care center.
Vehicles K1 and K3 are belonged to transportation
mode 1 (private mode) and vehicle K2 to transporta-
tion mode 2 (public mode). It is predetermined that
nurse1 (N1) visits patient1 (Vp1) and patient3 (Vp3),
nurse2 (N2) visits patient2 (Vp2) and patient5 (Vp5) and
nurse3 (N3) visits patient4 (Vp4) and patient6 (Vp6).
Parameters values related to patients' service times
(sti), time window of nurses [an; bn] and time window
of patients [ei; li], maximum regular working time (rn)
and maximum allowed daily working time (mn) are
shown in Table 1. The coordinates of nodes for this
problem are generated randomly and travel distance is
calculated by Euclidean distance method. Then, travel
time and travel cost are computed based on obtained
Euclidean distance between nodes. Nurses' routes, as-
signed vehicles to the nurses, travel time of nurses from
one node to another node and patients' service time
(in terms of minutes) related to one feasible solution
of this problem are shown in Figure 1. The values
of travel times are dependent on the transportation
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Figure 2. Gantt chart for nurses and patients.

modes. In this graph the nurse's route is illustrated
from origin nodes to destination. The Gantt chart of
this solution is shown in the Figure 2. In this chart, the
vertical axis represents nurses whereas the horizontal
axis represents time. The latest arrival time to �nal
health center is 446.64 and it is belonged to nurse N2.
Also, the objective function (sum of the travel distance
and overtime costs) value related to this solution is
equal to 27126.129.

In this article, the assumption of the understudied
problem are as follows:

� Nurses start their routes from di�erent health cen-
ters (initial depots) but �nally return to a hospital
(�nal depot). In fact, each nurse is assigned to one
health center and starts their trip from there with
essential equipment and medicines;

� Nurses visit several patients and �nally deliver
patients medical report, infectious needle and blood
samples to a hospital;

� Each vehicle belongs to one transportation mode
(private or public);

� Each nurse is assigned to exactly one vehicle and
one mode of transportation;

� Every patient is assigned to a speci�c nurse based
on the required service;

� Service times are considered for patients in di�erent
time intervals;

� The patients receive services within a hard time
window;

� Tra�c and unexpected events are not considered in
the presented model.

3. Mathematical model

In this section, a MILP model is presented for the
HHCRSP. The related sets, indices, parameters and
variables are listed below. Then the mathematical
formulation is presented.

Indices

k Index for vehicles
n Index for nurses
i; j Index for all the nodes
f Index for �nal depot (hospital)

Sets

N Set of nurses; N= fN1; N2; :::; Nnmaxg
K Set of vehicles; K =

fK1;K2; :::;Kkmaxg
U Set of transportation mode;

U= fu1; u2; :::; ukmaxg
V Set of vertices which is included

fVp [ Vs [ Veg
Vp Set of patients' vertices; Vp =�

Vp1; Vp2; :::; Vpnpmax

	
Vs Set of initial depots;

Vs =
�
VS1; VS2; :::; VSnsmax

	
Ve Final depot set (set with one element)
Q Set of arcs

Parameters

sti Service time for patient i
nmax Number of nurses
kmax Number of vehicles
nsmax Number of initial depots (health

centers)
npmax Number of patients
[ei; li] Lower and upper bound of patient i

time window
[an; bn] Lower and upper bound of nurse n

time window
M Big number
ci;j;u(k) Travel cost between nodes i and j by

vehicle k under mode u(k)



830 F. Ghiasvand Ghiasi et al./Scientia Iranica, Transactions E: Industrial Engineering 31 (2024) 825{846

ti;j;u(k) Travel time between nodes i and j by
vehicle k under mode u(k)

rn Maximum regular working time
duration for each nurse n

mn Maximum allowed daily working time
duration for each nurse n (rn � mn)

dn A cost of dn is incurred when working
time is exceeded rn

Decision variables

Yi;j;n Binary variable taking value 1 if nurse
n travels from node i to j; 0, otherwise

Xi;j;n;k Binary variable taking value 1 if the
vehicle k transfers nurse n from node i
to j; 0, otherwise

Wi Binary variable taking value 1 if
waiting until beginning of time window
is necessary; 0, otherwise

Zn;k Binary variable taking value 1 if vehicle
k is assigned to nurse n; 0, otherwise

Ti Time at which nurse arrives at node i
(i 2 Vp)

Ti;n Time at which nurse n leaves from
initial depot i (i 2 Vs)

Tf;n Time at which nurse n arrives at �nal
depot

On Amount of overtime done by nurse n

Using this information, the mathematical model
for HHCRSP is as follows.

Objective function

Min
X

(i;j;n)2Q

X
k2K

ci;j;u(k) Xi;j;n;k +
X
n

dnOn: (1)

ConstraintsX
i;nj(i;j;n)2Q

Yi;j;n = 1 8j 2 Vp; (2)

X
i2Vs

X
jj(i;j;n)2Q

Yi;j;n = 1 8n 2 N; (3)

X
ij(i;f;n)2Q

Yi;f;n = 1 8n 2 N; (4)

X
jj(i;j;n)2Q

Yi;j;n=
X

jj(i;j;n)2Q
Yj;i;n 8i2Vp;n2N; (5)

Yi;j;n =
X
k2K

Xi;j;n;k 8(i; j; n) 2 Q; (6)

X
n2N

Zn;k � 1 8k 2 K; (7)

X
k2K

Zn;k � 1 8n 2 N; (8)

Xi;j;n;k � Zn;k 8(i; j; n) 2 Q; k 2 K; (9)

Ti + sti+
X

nj(i;j;n)2Q
ti;j;u(k)Xi;j;n;k � Tj +M

�
1

� X
nj(i;j;n)2Q

Xi;j;n;k

� 8i; j 2 Vp; k 2 K; (10)

Ti;n+ti;j;u(k) � Tj +M(1�Xi;j;n;k)

8(i; j; n) 2 Q; i 2 Vs; j 6= f ; k 2 K; (11)

Ti+sti + ti;f;u(k) � Tf;n +M(1�Xi;f;n;k)

8(i; f; n) 2 Q; i =2 Vs; k 2 K; (12)

ei � Ti � li 8i 2 Vp; (13)

Tj �Ti;n + ti;j;u(k) +M(1�Xi;j;n;k)

8(i; j; n) 2 Q; i 2 Vs; j 2 Vp; k 2 K; (14)

Tf;n �Ti + sti + ti;f;u(k) +M(1�Xi;f;n;k)

8(i; f; n) 2 Q; i 2 Vp; k 2 K; (15)

Tj�Ti+sti+X
n

X
k

ti;j;u(k)Xi;j;n;k +M
�

1

�X
n

X
k

Xi;j;n;k +Wj

� 8i; j 2 Vp (i 6= j); (16)

Tj � ej +M(1�Wj) 8j 2 Vp; (17)

an � Tf;n � bn 8n 2 N; (18)

an � Ti;n � bn 8i 2 Vs;n 2 N; (19)

Tf;n � Ti;n � mn 8i 2 Vs;n 2 N; (20)

On � Tf;n � Ti:n � rn 8i 2 Vs;n 2 N; (21)

Yi;j;n;Xi;j;n;k; Zn;k;Wi

(binary variables)and

Ti; Ti;n; Tf;n; On

(continuoues variables) � 0: (22)

Objective function (1) minimizes the sum of the travel
distance and overtime costs. Constraint (2) ensures
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that each patient should be visited only once by a
quali�ed nurse. Constraints (3) and (4) ensure that
each nurse journey starts at the initial depots and ends
at �nal depot. Constraint (5) con�rms that if nurse
n enters a patient node then the nurse should leave
that node to another allowed node. Constraint (6)
shows the relationship between the Yi;j;n and Xi;j;n;k
decision variables. This constraint indicates that each
nurse n should travel from node i to node j by exactly
one vehicle. Binary variable Yi;j;n taking value 1 if
nurse n travels from node i to j; Also, binary variable
Xi;j;n;k taking value 1 if the vehicle k transfers nurse n
from node i to j. We used this constraint to establish
a reasonable relationship between these variables and
ensure transportation of each nurse by only one vehicle.
Constraints (7) and (8) ensure that each nurse use only
one vehicle and also each vehicle is assigned to only one
nurse. Binary variable Zn;k taking value 1 if vehicle k
is assigned to nurse n, so Constraint (9) states that if
nurse n travels from node i to node j by vehicle k, then
nurse n is de�nitely assigned to that vehicle; because
if vehicle k is not assigned to nurse n (Zn;k = 0), then
Xi;j;n;k = 0 and nurse n cannot transfer from node i
to node j by vehicle k. Constraint (10) indicates that
the arrival time to node j (j 2 Vp) is greater or equal
than the arrival time to node i (i 2 Vp) in addition
to the service delivery time of node i as well as travel
time between two nodes. According to Constraint (11),
no 
ow is established directly from origin nodes to
destination. Constraint (12) shows the accuracy of
arriving time to �nal depot. Constraint (13) guarantees
that each patient service delivery is started within its
time window. Constraint (14) states that if nurse n
is moved between initial depot i (i 2 Vs) and node
j (j 2 Vp) by vehicle k under mode u(k), maximum
arriving time to node j is equal to time of leaving
initial depot in addition to travel time between two
nodes. Constraint (15) illustrates that the maximum
arriving time to the �nal depot is equal to arriving
time to the last patient node in addition to the time
of service delivery in that node as well as travel time
between the last patient and the �nal depot. Based on
Constraint (16), maximum arriving time to node j is
equal to arriving time to previous node in addition to
the time of service delivery in previous node as well as
travel time between two nodes. In this constraint, if
nurse n travels from node i to node j by vehicle k thenP
n

P
k
Xi;j;n;k is equal to 1. Existence of big number

M becomes dependent on the existence of Wj . So, if
waiting time for node j exists (Wj = 1), big number M
disables the given constraint. But if there is no waiting
time, this constraint works. According to Constraint
(17), if patient time window is started, waiting time
is not allowed and the service must be done for the
patient by the assigned nurse without delay. In fact,

arriving time of the nurse to node j (Tj) is limited up
to patient time window because delay is a waste of time
for both nurse and patient. So, if waiting is occurred,
the activity can not to start later than time window and
delay is not allowed. In fact, waiting times within the
time window are prohibited by Constraints (14){(17).
Constraint (18) and (19) make sure that caregivers
are only allowed to work within a given time window.
Constraint (20) ensures that maximum working time is
not exceeded and Constraint (21) shows the overtime
calculation. Constraint (22) represent the decision
variables domain.

4. Meta-heuristic approaches

Due to computational complexity, solving medium
and large-sized HHCRSP in reasonable time by exact
methods is not possible. So, we have resorted to
meta-heuristics to solve the problem. In the presented
study, IWO [25], GOA [26], and SA [27] algorithms
are presented for the optimization process. In the fol-
lowing, solution representation method, neighborhood
structure operators, steps of utilized algorithms and
parameter tuning of algorithms are described.

4.1. Solution representation
In this paper, the solutions are illustrated in a multiple
string format. A separate string is provided for each
nurse. Also, a vehicle string is considered wherein each
nurse is assigned to one vehicle. In this new solution
representation method, the initial depots of nurses,
order of patients' visitation and the assigned vehicles
are determined. To describe solution representation
method, the feasible solution related to the de�ned
problem of Section 2 (as shown in Table 1) is consid-
ered. The representation of this solution is shown in
Figure 3. This representation is included three strings
for determining nurses' routs (nurses' strings) and one
for assigning vehicle (Vehicle string). Two �rst cells
of the nurses' strings show the two initial depots and
the larger one in terms of value is selected as initial
center of nurse. The third and fourth elements are
corresponded to the patients who are assigned to the
nurses. In decoding scheme, these two elements are
arranged in ascending order and patients' visitation

Figure 3. Representation of a solution.



832 F. Ghiasvand Ghiasi et al./Scientia Iranica, Transactions E: Industrial Engineering 31 (2024) 825{846

Figure 4. Nurses' routes related to Figure 3.

is done by the nurse according to it. Based on the
�rst string of solution representation, nurse N1 begins
the route from initial depot Vs1, visits Vp1 and Vp3
respectively and �nally goes to the �nal depot (Ve).

Similarly, the path of other nurses is presented
as separated strings in Figure 3. Furthermore, vehicle
allocation to nurse should be speci�ed. In Figure 3,
the fourth string of solution representation shows the
allocation of vehicles to the nurses based on vehicle
number. Nurses' routes related to above example is
illustrated in Figure 4. In the presented example,
number of patients who are assigned to all nurses is
equal. But sometimes di�erent numbers of patients
are assigned to nurses. As a result, it is not possible
to consider solution representation in a matrix form.
For example, the representation of one feasible solution
from a problem with the unbalanced allocation of
nurses to the patients is shown in Figure 5. In this
�gure the length of strings is not the same. Nurses'
routes related to example of Figure 5 is illustrated in
Figure 6.

4.2. Neighborhood structure
To improve the quality of solutions, the neighborhood
structure operator is used to generate neighboring
solution from current solution. In this paper, four

Figure 6. Nurses' routes related to Figure 5.

neighborhood structures, Swap-Nurse string opera-
tor, Regenerating-Nurse string operator, Swap-Vehicle
string operator and Reordering-Vehicle string operator
are presented for creating neighboring solutions. We
pro�t from the operators' ideas presented by Nasir
and Kuo [28] in developing the proposed neighborhood
structures. To implement the neighborhood structures
related to nurse string, one string among nurses' strings
of the candidate solution is �rst chosen randomly.
In Swap-Nurse string operator, two cells are selected
from the nurse string at random and values of their
locations are substituted. In Regenerating-Nurse string
operator, one point of the nurse string is chosen
randomly, then values from that point to the end of the
string are regenerated. This operator may change the
left or right hand side of the selected point randomly.
Therefore, Initial depot of the nurse and the order
of patients' visitation can be changed by these two
operators. In Swap-Vehicle string operator, two cells
are selected from the vehicle string at random and
values of their locations are replaced. Furthermore,
Reordering-Vehicle string operator is implemented for
vehicle string which in one point of the string is chosen
randomly, then values from that point to the end of the

Figure 5. Solution representation with the di�erent length of strings.
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Figure 7. The procedure of Swap-Nurse string operator.

Figure 8. The procedure of Regenerating-Nurse string
operator.

Figure 9. The procedure of Swap-Vehicle string operator.

Figure 10. The procedure of Reordering-Vehicle string
operator.

string are reordered. This operator may reorder the
left or right hand side of the selected point at random.
The procedure of these four neighborhood structures
are shown in Figures 7, 8, 9 and 10. Notes that based
on the solution representation method, processes of
neighborhood structures and investigation of presented
algorithms' results, it is turned out that the presented
neighborhood structure operators does not produce
infeasible neighboring solutions in the search procedure
and the infeasibility test is not needed.

4.3. GOA algorithm
Grasshoppers are herbivorous insects and pests of
agricultural crops especially when they move as swarm
and destroy entire crop �elds. GOA method is
a population-based meta-heuristic algorithm and in-
spired from the swarming behavior of grasshoppers in

the nature. Nature-inspired meta-heuristic algorithms
logically divide the search process into two main cate-
gories; exploration and exploitation. These two func-
tions are implemented in GOA [26]. This algorithm
has been used in many articles such as Rajkumar et
al. [29] and Renukadevi and Karunakaran [30], but it
has not been utilized in HHCRSP domain as far as we
know. In GOA, the position of grasshopper i in each
iteration (Xi) is determined by three factors. Social
interaction (Si), gravity force (Gi) and wind advection
(Ai). The position of ith grasshopper during iterations
is obtained by Eq. (23):

Xi = Si +Gi +Ai: (23)

Wind advection (Ai), the gravity force (Gi) and the
social interaction (Si) are calculated by Eqs. (24){(26):

Ai = uêw; (24)

Gi = �gêg; (25)

Si =
NX
j=1
j 6=i

s(dij)d̂ij ; (26)

where u is a constant drift, êw is a unity vector in
the direction of wind, g is the gravitational constant
and êg is a unity vector towards the center of earth.
dij is the distance between the grasshopper i and j,
s is a function to de�ne the strength of social forces
and d̂ij is a unit vector from the ith grasshopper
to the jth grasshopper. Social forces (s), distance
between grasshoppers (dij) and the unit vector (d̂ij)
are computed by Eqs. (27){(29):

s(r) = fe
�r
l � e�r; (27)

dij = jxj � xij; (28)

d̂ij =
xj � xi
dij

: (29)

Substituting S, G, and A in Eq. (23), this equation
can be rewritten as Eq. (30):

Xi =
NX

j=1j 6=i
s(jxj � xij)xj � xidij

� gêg + uêw; (30)

where N is the number of grasshoppers. An improved
version of this equation is shown as Eq. (31):

Xd
i =c

0BB@ NX
j=1
j6=i

c
ubd�lbd

2
s(jxj�xij)xj�xidij

1CCA+T̂D; (31)

that T̂D is the best solution found up to now, ubd and
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Figure 11. Steps of the presented Grasshopper Optimization Algorithm (GOA) for the HHCRSP.

lbd are the upper bound and lower bound, and �nally
c is a decreasing coe�cient [26]. Also, neighborhood
structures presented in the Section 4.2 are used to
main diversity of solutions and change the position
of the grasshoppers. For each candidate grasshopper,
a uniform random number (i.e., R � U(0; 1)) is
generated. If R < 0:5, the new neighboring solution is
generated from the neighborhood of the current solu-
tion related to the candidate grasshopper. Otherwise,
the current solution is unchanged. The pseudo code of
the presented GOA is shown in Figure 11. The process
of this algorithm will be continued until the stopping
condition is met. GOA can be one of the suitable meta-
heuristic algorithms to solve the HHCRSP. So, it is
employed in this paper to solve the problem.

4.4. IWO algorithm
One of the meta-heuristics that can be used to solve
combinatorial optimization problem such as HHCRSP
is IWO algorithm that is introduced by Mehrabian
and Lucas [25]. This method is a numerical stochastic
optimization algorithm inspired by the fact of coloniza-
tion of invasive weeds in nature based on weed biology
and ecology [31]. IWO is an e�cient and e�ective
optimization tool by gradual evolution and inspired
by the unique natural characteristics of weeds in seed
production and cultivation. In this algorithm, �rstly,
main parameters of the algorithm are determined. Sub-
sequently a certain number of seeds (initial solutions)
are randomly distributed in the solution space with
random positions (Initialization of a population), then
each seed grows to a 
owering plant and reaches the
stage of seed producing (reproduction). The number of
seeds that each plant is allowed to produce depends on
its �tness, as well as maximum and minimum �tness of
invasive weeds colony. The seed production procedure
in the colony of weeds is shown in Figure 12.

Figure 12. Procedure of producing seed [25].

The produced seeds disperse normally over the
search space near to the parent plant (spatial disper-
sal). Search diversi�cation and randomness of the algo-
rithm is presented in this part. The seeds are normally
distributed with mean equal to zero. The standard
deviation (�) of the normal distribution function de-
creases at each step from the initially de�ned value (�i)
to the �nal value (�f ). The relationship between the
above parameters and the standard deviation of each
iteration can be expressed as Eq. (32):

�iter =
(itermax � iter)n

(itermax)n
(�f � �i) + �f ; (32)

where �iter is the standard deviation at the current
step, itermax is the maximum number of iterations
and n is the nonlinear modulation index. In this
paper, to restrict premature convergence or stick in
local optima, neighborhood structure operators are
applied on the produced seeds from each weed. For
each candidate seed, a uniform random number (i.e.,
R � U(0; 1)) is generated. If R < 0:5, the new
neighboring seed (neighboring solution) is generated
from the neighborhood of the candidate seed by one
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Figure 13. Steps of the presented Invasive Weed Optimization (IWO) algorithm for the HHCRSP.

of the presented neighborhood structure operators.
Otherwise, the candidate seed is preferred. Then,
new generated seeds are added to the colony. After
passing some iterations, the number of plants in a
colony reaches the maximum allowable population,
pmax, so only plants with better �tness can survive and
produce seeds, others are being eliminated (competitive
exclusion). In this step, the new generated seeds and
their parent weeds are ranked and sorted together
based on their �tness. From the existence plants, the
maximum number of population are selected based
on better �tness value and the rest of them will be
removed (elimination mechanism). Survived plants are
regenerated and repeat the above steps. The pseudo
code of presented IWO is shown in Figure 13. The
process of this algorithm will be continued until the
stopping condition is met. IWO is one of the utilized
meta-heuristic algorithms for solving the understudied
problem in this article.

4.5. SA algorithm
SA algorithm is a powerful and widespread meta-
heuristic algorithm for solving combinatorial optimiza-
tion problems. In this method, optimization begins
with a random solution (S) and an initial temperature
(T0) [27]. There is enough computational e�ort at
each temperature with a search procedure. In each
iteration of the search procedure, if the new generated
neighboring solution is better than current solution, we
will de�nitely accept the new solution according to Hill
Climbing method. Otherwise, based on the Boltzmann
function, we may accept the inferior neighboring so-
lution. Neighborhood structure operators are used to
generate neighboring solution from the current solution
in the search procedure. After completion of the search
procedure iterations, the temperature decreases based

on a speci�c pattern. In this article, the following
function is used to decrease the temperature:

Ti+1 = �� Ti; (33)

where � is a constant cooling rate. The search
procedure will happen at each temperature again. This
process is done until the stop criteria is met. The
pseudo code of presented SA is shown in Figure 14.
SA algorithm is also used in this article besides GOA
and IWO to solve the HHCRSP problem.

4.6. Parameter tuning
In this section Taguchi method [32] is used to statisti-
cally design the experiments as one of the best ways of
the parameter setting. In this method, there is no need
to investigate all factorials and only studying a part
of experiments can lead the best level of each factor.
The Taguchi method divides the factors into two main
controllable and noise factors. This method seeks to
minimize the e�ect of noise factors and to determine
the optimal levels of controllable factors. The results of
each experiment in the Taguchi method are converted
to the \Signal-to-Noise (S/N)" ratio. The purpose of
these experiments is to �nd the levels that maximize
the S/N ratio. The S/N ratio of the minimization
objectives is computed by Eq. (34):

S=N ratio : �10 log10

 
1
n

nX
i=1

y2
i

!
[db]; (34)

where y is the response variable and n is the number
of experiments. Also, the S/N ratios are exposed in
terms of the desi-bell (db) scale. In this paper, Taguchi
method is used in parameter tuning to achieve better
robustness of the three presented algorithms. For the
GOA, IWO, and SA algorithms three, �ve and two
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Figure 14. Steps of the presented Simulated Annealing (SA) algorithm for the HHCRSP.

Table 2. Factors levels of Grasshopper Optimization Algorithm (GOA).

Factors Description Level 1 Level 2 Level 3

NP Population size 100 150 200
cmax Maximum reduction of the search coverage 1 1.25 1.5
cmin Minimum reduction of the search coverage 0.0001 0.0002 0.0003

Table 3. Factors levels of Invasive Weed Optimization (IWO) algorithm.

Factors Description Level 3 Level 2 Level 3

NP Population size 100 150 200
Smin Minimum reduction of the search coverage 1 2 3
Smax Maximum number of seeds 3 5 7
�i Initial value of the standard deviation 0.03 0.05 0.07
�f Final value of the standard deviation 0.0010 0.0015 0.0020

Table 4. Factors levels of Simulated Annealing (SA) algorithm.

Factors Description Level 3 Level 2 Level 3

T0 Initial temperature 20 25 30
� Cooling rate 0.85 0.90 0.95

factors are considered, respectively. Table 2 shows the
factors levels of GOA algorithm. Three controllable
factors of GOA are: population size (NP), Maximum
reduction of the search coverage (cmax) and minimum
reduction of the search coverage (cmin). These factors
are investigated on three levels. Five factor levels of
IWO algorithm are illustrated in Table 3. Population
size (NP), minimum number of seeds (Smin), maximum
number of seeds (Smax), initial value of the standard
deviation (�i) and �nal value of the standard deviation
(�f ) are IWO algorithm factors which are measured
in 3 levels. Table 4 shows the SA algorithm factors

levels. Initial temperature (T0) and cooling rate (�) are
two parameters of SA algorithm which are measured in
three levels.

For parameter tuning, some test problems with
di�erent sizes and speci�cations are generated. Given
the number and levels of each algorithm factors, the
Minitab 16 software speci�es the di�erent combinations
of factors levels in di�erent trials. Tables 5, 6 and
7 shows the implemented di�erent combinations of
factors levels for parameter setting of three GOA, IWO,
and SA algorithms in 9 (L9), 27 (L27), and 9 (L9) runs,
respectively. Then, Taguchi method is implemented
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Table 5. Di�erent combinations of factor levels in
parameter setting of Grasshopper Optimization Algorithm
(GOA) (L9).

Trial Level of control factors
NP cmax cmin

1 1 1 1
2 1 2 2
3 1 3 3
4 2 1 2
5 2 2 3
6 2 3 1
7 3 1 3
8 3 2 1
9 3 3 2

and obtained results are presented. In this step, the
stop conditions are the same for three algorithms and
equal to allowed computational times. After obtaining
the results of the test problems in di�erent trials,
the results of each trial are transformed into the S/N
ratio. The S/N ratios of trials are averaged in each
level, and its value is plotted against each control
factor. The average S/N ratio plot for GOA, IWO,
and SA algorithms are shown in Figures 15, 16 and
17, respectively. Since S/N ratio with the higher value
is better, so we selected the maximum point of each
graph for related parameter to determine the optimal
level. According to Figure 15 optimal values for NP,
cmax and cmin are set in levels 3, 2, and 3. Also based
on Figure 16 optimal values for NP, Smin; Smax; �i, and
�f are set in levels 3, 1, 3, 2, and 1. At last, according
to Figure 17 optimal values for both T0 and � are set in
level 2. Tables 8, 9, and10 illustrate the optimal factors
levels of GOA, IWO, and SA algorithms, respectively.

5. Computational results

This section describes the Numerical Experiments
which is used to the validity of the proposed MILP
model and compare the e�ciencies of proposed algo-
rithms. To conduct the experiments, we use a PC
with 2.3 GHz (Core I3) and 4 GB of RAM memory for
performing computational study. The characteristics
of 32 created random test problems are shown in
Table 11. Problems P1 to P16 are small-sized problems
and P17 to P32 are medium and large-sized problems.
In this table symbol a=b=c=d shows the number of
initial depots, number of nurses, number of private
vehicles and the number of patients for each problem,
respectively. The number of nurses is equal to the
number of available vehicles. Therefore, the number
of public vehicles is calculated by subtracting the
number of private vehicles from the number of nurses.

Table 6. Di�erent combinations of factor levels in
parameter setting of Invasive Weed Optimization (IWO)
algorithm (L27).

Trial
Level of control factors

NP Smin Smax �i �f
1 1 1 1 1 1
2 1 1 1 1 2
3 1 1 1 1 3
4 1 2 2 2 1
5 1 2 2 2 2
6 1 2 2 2 3
7 1 3 3 3 1
8 1 3 3 3 2
9 1 3 3 3 3
10 2 1 2 3 1
11 2 1 2 3 2
12 2 1 2 3 3
13 2 2 3 1 1
14 2 2 3 1 2
15 2 2 3 1 3
16 2 3 1 2 1
17 2 3 1 2 2
18 2 3 1 2 3
19 3 1 3 2 1
20 3 1 3 2 2
21 3 1 3 2 3
22 3 2 1 3 1
23 3 2 1 3 2
24 3 2 1 3 3
25 3 3 2 1 1
26 3 3 2 1 2
27 3 3 2 1 3

Table 7. Di�erent combinations of factor levels in
parameter setting of Simulated Annealing (SA) algorithm
(L9).

Trial
Level of control factors
T0 �

1 1 1
2 1 2
3 1 3
4 2 1
5 2 2
6 2 3
7 3 1
8 3 2
9 3 3
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Table 8. Optimal levels and values of Grasshopper
Optimization Algorithm (GOA) factors.

Factors Description Optimal
value

Optimal
level

NP Population size 200 Level 3

cmax
Maximum reduction of the
search coverage

1.25 Level 2

cmin
Minimum reduction of the
search coverage

0.0003 Level 3

Table 9. Optimal levels and values of Invasive Weed
Optimization (IWO) algorithm factors.

Factors Description Optimal
value

Optimal
level

NP Population size 200 Level 3
Smin Minimum number of seeds 1 Level 1
Smax Maximum number of seeds 7 Level 3

�i
Initial value of the
standard deviation

0.05 Level 2

�f
Final value of the
standard deviation

0.001 Level 1

Table 10. Optimal levels and values of Simulated
Annealing (SA) algorithm factors.

Factors Description Optimal
value

Optimal
level

T0 Initial temperature 25 Level 2

� Cooling rate 0.9 Level 2

Figure 15. The average S/N ratio plot at each level of
the factors for objective function values in Grasshopper
Optimization Algorithm (GOA).

Moreover, interval values of parameters for generating
random test problems are shown in Table 12.

The computational results of solving 32 test prob-
lems are provided in Tables 13{15. Table 13 shows the

Figure 16. The average S/N ratio plot at each level of
the factors for objective function values in Invasive Weed
Optimization (IWO) algorithm.

Figure 17. The average S/N ratio plot at each level of
the factors for objective function values in Simulated
Annealing (SA) algorithm.

obtained results of exact method by GAMS software
and three meta-heuristics for small sized-problems.
It should be noted that 3600 seconds computational
time limit as a stop criterion were considered to solve
the small-sized problems by GAMS software. This
stop condition is derived from the literature review
of scheduling problem and determined based on a
reasonable time to achieve an optimal solution by
exact methods. Also, three presented meta-heuristic
algorithms were run for these problems within 400
seconds computational time limit as a stop criterion
in MATLAB R2014a. In Table 13, the best MILP
objective function value (the objective value of the
best integer solution found by the GAMS within the
given time limit) and CPU time of the software are
reported. Also, each meta-heuristic was run �ve times
for each problem in MATLAB and the best solution is
illustrated in this table. The results of solving sample
problems P1 to P12 are the same in both exact and
meta-heuristic methods and all of them have obtained
optimal solutions. Problems P1 to P12 were solved
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Table 11. Characteristics of the test problems.
Test problem

number
Number of

initial depots
Number of

nurses Number of vehicles
Number of

patients Symbol

Private Public

P1 1 2 1 1 4 1/2/1/4

P2 2 2 1 1 5 2/2/1/5

P3 2 2 1 1 6 2/2/1/6

P4 2 2 1 1 7 2/2/1/7

P5 2 2 1 1 8 2/2/1/8

P6 2 2 1 1 9 2/2/1/9

P7 2 3 1 2 10 2/3/1/10

P8 2 3 2 1 11 2/3/2/11

P9 2 3 2 1 12 2/3/2/12

P10 2 4 2 2 13 2/4/2/13

P11 3 4 2 2 14 3/4/2/14

P12 3 4 2 2 15 3/4/2/15

P13 3 6 3 3 16 3/6/3/16

P14 3 7 3 4 18 3/7/3/18

P15 4 8 3 5 20 4/8/3/20

P16 4 8 3 5 22 4/8/3/22

P17 5 10 4 6 24 5/10/4/24

P18 5 11 4 7 26 5/11/4/26

P19 5 12 5 7 28 5/12/5/28

P20 6 13 5 8 30 6/13/5/30

P21 6 13 5 8 43 6/13/5/43

P22 6 13 6 7 46 6/13/6/46

P23 7 15 6 9 51 7/15/6/51

P24 7 16 6 10 52 7/16/6/52

P25 7 17 7 10 53 7/17/7/53

P26 8 19 7 12 55 8/19/7/55

P27 8 21 7 14 64 8/21/7/64

P28 8 21 8 13 66 8/21/8/66

P29 9 21 8 13 68 9/21/8/68

P30 9 22 8 14 69 9/22/8/69

P31 9 23 9 14 74 9/23/9/74

P32 9 24 9 15 74 9/24/9/74
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Table 12. Values of parameters.

Parameters Symbol Random interval

Coordinates of points (XCi; Y Ci) � U [0; 100]

Distance between each two nodes dij
q

(XCi �XCj)2 + (Y Ci � Y Cj)2

Travel cost ci;j;u(k) � U [2; 4] � dij
Travel time ti;j;u(k) � U [1; 1:5] � dij
Service time sti � U [5; 12]

Start of patient time window ei � U [0; 150]

End of patient time window li � U [400; 550]

Regular working time rn 540

Maximum working time mn 600

Overtime cost dn � U [10; 30]

Start of nurse time window an � U [0; 120]

End of nurse time window bn � U [300; 660]

Table 13. The results on small-sized problems.

Results of GAMS Results of meta-heuristics

Problem no. Symbol OFV CPU time Best GOA Best IWO Best SA

P1 1/2/1/4 965.20 0.13 965.20 965.20 965.20

P2 2/2/1/5 781.17 0.28 781.17 781.17 781.17

P3 2/2/1/6 850.74 0.14 850.74 850.74 850.74

P4 2/2/1/7 749.16 0.16 749.16 749.16 749.16

P5 2/2/1/8 931.72 0.30 931.72 931.72 931.72

P6 2/2/1/9 869.28 0.34 869.28 869.28 869.28

P7 2/3/1/10 1414.39 31.07 1414.39 1414.39 1414.39

P8 2/3/2/11 1038.15 5.36 1038.15 1038.15 1038.15

P9 2/3/2/12 1439.92 12.56 1439.92 1439.92 1439.92

P10 2/4/2/13 1730.97 142.80 1730.97 1730.97 1730.97

P11 3/4/2/14 1931.06 836.25 1931.06 1931.06 1931.06

P12 3/4/2/15 1685.57 3147.47 1685.57 1685.57 1685.57

P13 3/6/3/16 N/A > 3600 2763.52 2763.52 2763.52

P14 3/7/3/18 N/A > 3600 3294.86 3292.13 3284.89

P15 4/8/3/20 N/A > 3600 3493.84 3493.84 3493.84

P16 4/8/3/22 N/A > 3600 3531.66 3496.86 3495.19
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Table 14. Results of RPD for the presented meta-heuristic algorithms on small-sized problems.

Problem no. Symbol GOA RPD IWO RPD SA RPD

P1 1/2/1/4 0.00 0.00 0.00

P2 2/2/1/5 0.00 0.00 0.00

P3 2/2/1/6 0.14 0.00 0.14

P4 2/2/1/7 5.90 0.00 0.00

P5 2/2/1/8 0.00 0.00 0.00

P6 2/2/1/9 0.00 0.00 0.00

P7 2/3/1/10 0.21 0.00 0.21

P8 2/3/2/11 2.79 0.00 3.11

P9 2/3/2/12 0.00 0.00 0.00

P10 2/4/2/13 0.00 0.00 0.00

P11 3/4/2/14 0.00 0.00 0.00

P12 3/4/2/15 0.00 0.00 0.00

P13 3/6/3/16 1.24 0.00 0.82

P14 3/7/3/18 0.93 0.39 1.43

P15 4/8/3/20 0.42 0.20 0.20

P16 4/8/3/22 1.50 0.91 0.77

Mean 0.821 0.094 0.417

Table 15. Results of RPD for the presented meta-heuristic algorithms on medium and large-sized.

Problem no. Symbol GOA RPD IWO RPD SA RPD

P17 5/10/4/24 0.00 0.03 0.00

P18 5/11/4/26 3.72 0.23 1.19

P19 5/12/5/28 2.78 1.06 3.72

P20 6/13/5/30 1.31 0.48 0.72

P21 6/13/5/43 2.93 1.34 2.38

P22 6/13/6/46 7.88 2.19 6.43

P23 7/15/6/51 8.15 3.04 8.35

P24 7/16/6/52 5.48 1.75 3.93

P25 7/17/7/53 3.49 0.84 2.99

P26 8/19/7/55 3.76 1.13 2.65

P27 8/21/7/64 4.20 1.45 2.79

P28 8/21/8/66 4.27 0.67 2.23

P29 9/21/8/68 7.94 2.62 6.28

P30 9/22/8/69 5.11 0.97 3.02

P31 9/23/9/74 6.28 1.24 4.08

P32 9/24/9/74 6.31 4.09 2.96

Mean 4.601 1.446 3.357
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within an acceptable computational time by GAMS
sotware, but GAMS is not capable of solving problems
with larger size. As can be seen in Table 13, obtaining
optimal solution for P13 to P16 by GAMS software in
3600 seconds is not possible.

Also, Table 14 shows the results of proposed meta-
heuristics for small sized problems in terms of RPD
measure. Since �ve runs of algorithm are performed
for each test problem, RPD should be calculated for
result of each run. Then mean RPD results of runs
(RPD) is computed and used for making comparisons
among algorithms. The RPD index [33] is calculated
by the Eq. (35):

RPDij =
Bestij �min

j
Bestij

min
j
Bestij

� 100; (35)

where, index i shows the test problem number and
index j shows the used algorithms. Bestij is the best
solution value obtained from the algorithm j for the
problem i and min

j
Bestij is the best solution value

obtained from the algorithms for the given problem.
As indicated in Table 14, the best performance in small
sizes is obtained by the IWO with the average RPD of
0.094%.

Since HHCRSP belongs to NP-hard class, prob-
lems P17 to P32 (medium and large-sized problems)
were solved by meta-heuristics. GOA, IWO, and SA
algorithms were run within 1200 seconds computa-
tional time limit as a stop criterion in medium and
large sizes. Stop condition of presented meta-heuristic
algorithms are determined based on the computational
study' results and convergence rate of the methods
in �nding better solution. Table 15 compares the
performance of the presented algorithms in medium
and large-sized problems in terms of RPD measure.
According to Table 15, the best performance in medium
and large-sized problems is obtained by the IWO
with the average RPD of 1.446%. Also, Figures
18 and 19 summarize the result of three presented
algorithms based on the RPD criterion on small-

Figure 18. Results of the presented meta-heuristic
algorithms on small-sized problems.

Figure 19. Results of the presented meta-heuristic
algorithms on medium and large-sized problems.

sized problems and medium and large-sized problems,
respectively. In order to statistically analyze the
proposed meta-heuristic algorithms, the Analysis of
Variance (ANOVA) at 95% con�dence level is presented
for variant size of problems separately. The purpose of
ANOVA is to compare the means of several populations
to determine if the population means are equal or
there is a signi�cant di�erence. Assumption H0 states
that the means of three algorithms RPD are equal,
and assumption H1 expresses the mean inequality.
It should be noted that the algorithm with better
performance has lower RPD values. The obtained
results by Minitab 16 are presented in Tables 16{
19. Tables 16 and 17 present ANOVA results for
three meta-heuristic algorithms on small and medium-
large sizes of problems. According to the obtained
p-value (0.148) from Table 16, there is no signi�cant
di�erence among there presented algorithms for small-
sized problems. But based on the calculated p-value
(zero) from Table 17, the hypothesis H0 is rejected
and hypothesis H1 is accepted. Therefore, there is
signi�cant di�erence among the presented algorithms
for medium and large-sized problems.

Table 16. ANOVA test results for the presented
meta-heuristic algorithms on small-sized problems.

Source DF Adj SS Adj MS F -value P -value

Factor 2 4.244 2.122 2.00 0.148
Error 45 47.852 1.063
Total 47 52.096

Table 17. ANOVA test results for the presented
meta-heuristic algorithms on medium and large-sized
problems.

Source DF Adj SS Adj MS F -value P -value

Factor 2 80.89 40.444 10.70 0.000
Error 45 170.10 3.780
Total 47 250.99
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Table 18. Tukey test for comparison of the presented
meta-heuristic algorithms at 95% con�dence (small sizes).

Factor N Mean Grouping
GOA 16 0.821 A
SA 16 0.417 A

IWO 16 0.094 A

Table 19. Tukey test for comparison of the presented
meta-heuristic algorithms at 95% con�dence (medium and
large sizes).

Factor N Mean Grouping
GOA 16 4.601 A
SA 16 3.357 A

IWO 16 1.446 B

Figure 20. Tukey pairwise comparisons plot of the
presented meta-heuristic algorithms (small sizes).

Tukey test is a multiple comparison test and is
utilized when the means of more than two groups are
being compared. This statistical test compares all
possible pairs of means to determine which speci�c
groups' means are di�erent. Tables 18 and 19 show the
results of Tukey test for small and medium-large sizes
of problems, respectively. Also, Figures 20 and 21 show
the output of Tukey's simultaneous 95% con�dence
level. Result of Tukey test obtained from Table 18 and
Figure 20 con�rms the result of Table 16. According to
Table 18, all three algorithms are placed in one group
(group A). Furthermore, according to Tukey pairwise
comparisons plot for small-sized problems as shown in
Figure 20, all three con�dence intervals for the di�er-
ence between the means of results' algorithms contain
zero value. So, there are no signi�cant di�erences
between three algorithms for small-sized problems in
terms of RPD measure. As shown in Table 19, IWO is
placed in group B and two other algorithms are placed
in group A for medium and large-sized problems. Also,
based on the obtained results in Figure 21, con�dence
interval for the di�erence between SA and GOA con-
tains zero value and the other di�erence con�dence

Figure 21. Tukey pairwise comparisons plot of the
presented meta-heuristic algorithms (medium and large
sizes).

Figure 22. Mean interval plot of the presented
meta-heuristic algorithms in terms of (RPD) measure
(small sizes).

intervals doesn't contain zero value. Therefore, there
is no signi�cant di�erence between SA and GOA for
medium and large-sized problems. The results indicate
that IWO has better performance compared with two
other algorithms based on Tukey test on medium and
large-sized problems. At last, Figures 22 and 23
show the mean interval plot of algorithms on small
and medium-large sizes of problems in terms of RPD
measure. As depicted in Figure 22 and 23 mean results
of IWO is at a lower level compared to SA and GOA
means.

6. Conclusions and future works

In the presented study, a Mixed Integer Linear Pro-
gramming (MILP) model was proposed to determine
both scheduling and routing of the nurses in a Home
Health Care (HHC) problem. In this multi-depot
Home Health Care Routing and Scheduling Problem
(HHCRSP) with multimodal transportation, nurses
start their routes from di�erent health centers (initial
depots) and return to a hospital (�nal depot), �nally.
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Figure 23. Mean interval plot of the presented
meta-heuristic algorithms in terms of (RPD) measure
(medium and large sizes).

Also, each nurse has a pre-selected set of patients who
should only visit them. Each vehicle has belonged
to one transportation mode (private or public) and
each nurse has assigned to exactly one vehicle. The
objective function of this problem was the sum of the
travel distance and overtime costs minimization. The
small-sized problems were solved by GAMS software.
In addition, due to handle computational complex-
ity, three meta-heuristics were proposed to solve the
problem in medium and large-sized problems. In this
paper, Grasshopper Optimization Algorithm (GOA),
Invasive Weed Optimization (IWO) and, Simulated
Annealing (SA) algorithms were utilized in the op-
timization process. A novel solution representation
method for HHCRCP is presented in this study. In
the solution representation method, the initial depots
of nurses, order of patients' visitation and the assigned
vehicles were determined. Also, the Taguchi method
was used to statistically adjust the parameters and
operators of the proposed algorithms. To verify the
validity of the presented mathematical model and
evaluate the presented algorithms, we have performed
the computational study with 32 randomly generated
test problems. According to the computational results,
it can be concluded that the IWO algorithm had better
performance in comparison to other algorithms. In
the following, some suggestions are o�ered for future
studies:

� Studying a multi objective HHCRSP by concentrat-
ing on the related factors to sustainability;

� Considering uncertainty context to expansion of the
problem model.
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