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1. Introduction

Abstract. Timetabling problems are among the commonly encountered problems in real
life, from education institutions to airline companies. It is generally difficult to obtain
optimal solutions to timetabling problems that vary in terms of structures of constraints
and objective functions, and these problems belong to the NP-hard category, which means
that they cannot be solved in polynomial time in real life. In this study, a bi-objective
mathematical model is proposed for a course scheduling problem at Kutahya Dumlupinar
University, Department of Industrial Engineering. The first objective function aims to
maximize the sum of the preferences of instructors determined using the Analytic Hierarchy
Process method, and the second objective function is to minimize the cases of course overlap
for students. Conic scalarization method is used to combine the objective functions. Due
to NP-hard nature of the problem, the Tabu Search Algorithm as a metaheuristic approach
is used to solve it. Using the obtained data and by considering the proposed bi-objective
mathematical model, the Tabu Search Algorithm is designed for the problem and dealt
with in the Excel Visual Basic program. The experimental results are evaluated through
Analysis of Variance using Minitab Program. Based on the comaprison of the results,
satisfactory solutions are obtained.

(© 2023 Sharif University of Technology. All rights reserved.

interruption are possible with optimizing the timetable
according to the objectives of the system.

Nowadays, despite the rapid development and advance-
ment of management information technologies, many
sectors still depend on manual execution instead of
using computer software, which causes serious time
losses. Eliminating the problems and losses occurring
in the scheduling process and ensuring the flow without
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Timetabling is a decision-making process and
is an approach that enables necessary allocations to
resources within a certain time span and aims to
use efficient time utilization. In general, creating a
timetable is classified as the NP-hard problem and
scheduling of staff, health, training is each examined
as sub-headings of timetabling [1].

Course scheduling problems belong to the class
of timetabling problems and they are based on deter-
mining the hours to be assigned for the courses for
each class by providing the required constraints [2].
When creating the course schedule, it is a priority
rule to determine the hours of all the courses of the
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institution to be organized and that the prepared
course schedule meets the defined needs and constraints
[3]. These constraints are often defined as “compul-
sory (hard)” and “flexible (soft)”. Hard constraints
must be satisfied under any conditions, whereas soft
constraints need to be satisfied as much as possible
and are not critical [4]. Various methods such as
mathematical modeling, heuristic approaches, local
search, evolutionary algorithms, and constraint-based
approaches are used for course scheduling problems.
In order to solve the university-timetabling problem,
Ozturk et al. [5] developed a multi-objective decision-
making model and presented an approach considering
class capacities and the preferences of instructors for
course hours; then, they solved the problem by the
weighted-sum scalarization method. Badri [6] devel-
oped a two-stage optimization procedure in his multi-
objective 0-1 integer-programming model. In the first
stage, the author assigned students to the courses by
maximizing the course instructors’ preferences through
weighting. In the second stage, he tried to maximize
the allocation of course-classroom combinations to
available time blocks. Upon proposing a three-stage
process consisting of the Analytic Hierarchy Process
(AHP), Conic Scalarization, and Modified Gradient
Method, Ozdemir and Gasimov [7] used this integrated
method for the first time to solve a non-convex multi-
objective faculty course assignment problem. They
evaluated the preferences and desires of instructors and
administrators, which were in line with the priorities
calculated by the AHP. Then, the objective functions
were combined with the conic scalarization method.
Using the Tabu Search Algorithm and proposing two
different neighborhood structures in addition to simple
and swap movements, Aladag et al. [8] solved the prob-
lem using four neighborhood structures and compared
the results statistically. Akkan and Gulcu [9] investi-
gated the course timetabling problem as a bi-criteria
optimization problem and solved it by a hybrid multi-
objective genetic algorithm, which makes use of hill
climbing and simulated annealing algorithms besides
the standard genetic algorithm approach. Jamili et
al. [10] presented a multi-objective and comprehensive
mathematical model in their study. The first objec-
tive function attempts to design a timetable for the
instructors which take a longer time to do research
works. The second objective function maximizes the
sum of instructors’ day and hour preferences. Al-
Yakoob and Sherali [11] proposed mathematical pro-
gramming models; Al Hadid et al. [12] aimed to reach
a solution using a simulated annealing algorithm; and
Al-Jarrah et al. [13] performed a timetabling system
utilizing genetic algorithms. In their study involving
solution methods for timetabling problems, Altunay
and Eren [14] classified relevant studies in the literature
through various approaches.

In this study, an integrated approach consisting of
AHP, Tabu Search Algorithm, and Conic Scalarization
is proposed for solving the problem of preparing a
timetable, which is a common difficult problem usually
encountered in educational institutions. A mathemat-
ical model is proposed for the problem of preparing
the timetable of undergraduate program at the Depart-
ment of Industrial Engineering, Kutahya Dumlupinar
University and the Tabu Search Algorithm, as one
of the metaheuristic approaches, is utilized for this
purpose. A questionnaire is developed to determine the
preferences of the instructors and analyzing the results
using AHP in the first objective function of the bi-
objective model formed within the constraints defined
in the problem. The sum of day and hour priorities of
the instructors strives to be maximized; in the second
objective function, the total number of students whose
courses overlapped is determined using the Student
Information System (SIS) and is to be minimized. The
preference priorities obtained by AHP are used in the
structure of the objective function. The bi-objective
function is turned into a single-objective function by
using Conic Scalarization. In this study, the Tabu
Search Algorithm is applied to the problem and the
best solution is sought. Since an experimental design
is needed to determine the factors and levels in the
problem, a suitable experimental design is created for
the designed model and the results of the experiments
are compared and evaluated statistically by using the
Analysis of Variance (ANOVA).

The course scheduling problem is tackled as a
multi-objective problem and the objective functions
are combined using the conic scalarization approach in
this paper. The first objective function maximize the
sum of the preferences of instructors, while the second
objective function aims to minimize the students’
course overlap. Based on a review of the specialized
literature, it is noted that the number of applications
of the multi-objective metaheuristics to the class of
course scheduling problems is scarce. In addition, there
is no study on maximizing instructor preference and
minimizing course overlap in multi-objective course
scheduling problems in the literature. Furthermore, the
use of a Tabu Search Algorithm was not encountered
in solving multi-objective course scheduling problems.
This paper offers a different perspective for researchers
in this way.

2. Structure of the course scheduling problem
and the mathematical model proposed for
solution

The course schedule of Kutahya Dumlupinar Univer-
sity, Faculty of Engineering at the Department of In-
dustrial Engineering is 5 days a week, 10 hours per day,
between 08:00 am and 17:00 pm., totalling 50 hours a
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week. The program includes 62 courses, 34 instructors,
and 9 classrooms (6 classrooms, 1 laboratory, and 2
amphitheatres) to be scheduled. Some instructors give
more than one course. The timetable of the department
includes the 1st year, 2nd year, 3rd year, and 4th-year
courses for spring semester.

At the department, the timetable is done manu-
ally by the research assistants assigned at the beginning
of each semester. Based on the 2016-2017 Spring
Semester course schedule of the department, physical
facilities, the limitations of the academic staff and the
teaching process of the department are examined and
the following information is obtained:

e It is already known in which kind of physical
environment (classroom or laboratory) the lessons
will be taught;

e The estimated number of students to take the course
is determined inferentially and physical environment
with an appropriate class capacity is assigned for
each course;

e Courses are grouped as Compulsory, Social Elective
(Soc. Elect.), Technical Elective (Tech. Elect.), En-
gineering Project (Eng. Project), and Engineering
Design (Eng. Design);

e The curriculum consists of 8 semesters. It is known
which courses are given in each semester, and the
courses that each student group is to take are
determined in advance within the course plan;

e Research assistants in charge of preparing the course
program get in touch with each instructor before
the start of the semester to be informed about the
lessons they will give and the time intervals of the
courses;

e Fifty minutes of training and teaching is defined as
a lesson hour;

e Courses can be conducted in more than one session
depending on the course time and the number of the
course sessions is determined by the department. 2-
or 3-hour courses can be conducted in one session
and 4-hour courses can be divided into two sessions
as 2 hours in each session while 5-hour courses can
be conducted in two sessions as 3 plus 2 hours. It
is also possible to conduct some courses in 4 hours
without any alteration;

e The number of sessions for each course and the
duration of each session are known in advance.

As a result, in order not to disrupt the instruc-
tional plan, it is observed that all compulsory courses
that should be opened in the related semester (spring
or fall) in the course plan be opened; that the sufficient
number of elective courses be opened; and that the
course load of the instructors be completed as much as
possible.

2.1. Bi-objective 0-1 Integer Mathematical

Model for Course Timetabling (IMMCT)
Indices, decision variables, parameters, and clusters.
Indices:

I={ili=1,2,....,m} Set of courses
J={jli=12.. . .n}

K={klk=1,2,...,r}

Set of days
Set of daily course hours

N={nln=1,2,...,t} Set of student groups

L={lll=1,2,....,u} Set of instructors

I"=I'=I,J'=J,K'=K.

Decision variables
x5, = 1, if course ¢ is assigned to the jth day and kth
course hours; 0, otherwise:

Parameters

D; Weekly total course hours of the ith
course

Vi Number of students with overlapping
course ¢ and course 7’

T;; jth day preference priority of the
instructor of the ith course

H;,. kth hour preference priority of the
instructor of the ith course

Ky Course hours that the instructor I does

not want to teach on the jth day

Wi, Fixed and constant course hours of
instructor [ on the jth day

Subsets used in the model

I, Courses with fixed days and hours
I, Courses given by the instructor {
Iz Compulsory courses

Ig Elective courses

Constraints

While creating the mathematical model, in the light of
the data, the instructors, the curriculum period, the
non-overlapping of courses, and the course constraints
are defined below:

a) Constraints of instructors
The instructors may submit the days and times
they do not want to or will not give lessons in
advance. Although this constraint is generally
considered as an optional soft constraint, it is re-
garded as a strict constraint in our study (Eq. (1)).
Eq. (2) shows the courses with fixed and constant
days and hours. The hours of the courses given
by an instructor in a semester should not overlap
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(Eq. (3)). This constraint is a strict constraint for
all instructors:

i =0,Vie I, (j,k) € Ky, (1)

Tijk = 17V1 € Iy, (Jvk) € lev (2)

injk S 17V(j7k> (3)

el

Curriculum period course clusters

In the curriculum plan, the compulsory and elective
course hours of fall or spring courses of a class
must not overlap. This constraint is among the

strict constraints. Each course is given a number,
and the compulsory and elective course clusters are
expressed with these numbers given in Table 1.

The sets of the compulsory courses and elec-
tive courses are determined as follows:

Iz, = {Z|Z = 1727374757677}7
Is, = {7,|’L = 20721722},

Izo = {ili = 8,9,10,11,12},

Isy = {ili = 23,24,25},

Table 1. Compulsory and elective courses in the curriculum.

Compulsory courses Course Elective courses Course
no. no.

Mathematics 1T (Mat. 1) 1 Soc. Elect. Course 11/ Entrepreneurship 20

Physics T (Phys. 1) 9 Soc. Elect. Course 11/ Environmental 91
management systems

Technical Drawing (Tech. Draw.) 3 Soc. Elect. Course 11/ Contemporary 22
Approaches in Urban Construction

General Economics (Gen. Eco.) 4 Tech. Elect. Course 11/ Object-Oriented 93
programming

Turkish Language II 5 Tech. Elect. Course II/ Service systems 24

Computer Programming (Comp. Prog.) 6 Tech. Elect. Course II/ Business English 11 25

English TT (Eng. T1) - Tech. Elect. Course IV/ Database 26
Management Systems

Statistics 1 8 Tech. Elect. Course IV/ Logistic management 27

Manufacturing methods 9 Tech. Elect. Course IV/ Investment project analysis 28

Thermodynamics 10 Tech. Elect. Course IV/ Cellular manufacturing systems 29

Numerical Analysis 11 Tech. Elect. Course VI/ Scheduling applications 30

History of Ataturk’s Principles 12 Tech. Elect. Course VI/ Experimental design 31

and Reforms IT (HAPR II)

Production management 13 Eng. project / Supply chain project 32

Quality control 14 Eng. project / Modern manufacturing systems project 33

Operation Research 1T (Op. Res. II) 15 Eng. project / Manufacturing planning 34
and economy project

Engineering Economics (Eng. Eco.) 16 Eng. project / Operational research project 35

System Simulation (Syst. Sim.) 17 Eng. project / Management project 36

Management and organization 18 Eng. design / Supply chain design 37

Ergonomics 19 Eng. design / Modern manufacturing systems design 38
Eng. design / Manufacturing planning 39
and economy design
Eng. design / Operational research design 40
Eng. design / Management design 41
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Izs = {ili =13,14,15,16,17},

Isy = {i]i = 26,27,28,29},

Izq = {ili = 18,19},

Is, = {i]i = 30,31},

I; ={Iz;1UIzUIz3U Iz},
Iss = {ili = 32,33,34,35,36) ,
Iss = {i]i = 37,38,39,40,41} ,

Is = {IS2 Ufgg...UISn}.

In the compulsory course set, Iz; denotes
the first year spring semester compulsory courses,
Iz, the second year spring semester compulsory
courses, Iz3 the third year spring semester com-
pulsory courses, and Iz4 the fourth year spring
semester compulsory courses.

In the elective course set, Ig; denotes the
second year spring semester elective courses, [go
the third year spring semester elective courses, I3
the fourth year spring semester 1st group elective
courses, Ig4 the fourth year spring semester 2nd
group elective courses, Igs the fourth year spring
semester 3rd group elective courses, and Igg the
fourth year spring semester 4th Group elective
courses. The fourth year 3rd and 4th group
elective courses (Igs, Is6) in the curriculum are not
included in the constraints since they are scheduled
on Saturday.

Non-overlapping constraints of courses
Combination of the compulsory and elective course
sets is equal to the whole set of courses (Z U S =
I). Egs. (4), (5), (6), and (7) refer to the non-
overlapping constraints of the 1st, 2nd, 3rd, and
4th year courses in the curriculum, respectively:

Z i <1, V(4. k), (4)

1€1z1

Ty gk + Z Tijk < 17V(j7k’), Vi € Is, (5)
1€1z2

Lirjk + Z Lijk < 17V(],k), Vll € ]Slv (6)
1€1z2

Tirjk + Tivjk + E Tijr <1,
1€124

V(]JCL Vi e Iss, vi' e Igy. (7)

Course constraints

Eq. (8) shows that all the courses in the curriculum
pre-determined by the department are assigned as
many as the course hours. Under the assumption
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that there are 9 classrooms available for the depart-
ment, Eq. (9) denotes the constraint of not having
over 9 courses in the same class hour. Eq. (10)
shows the sequence constraint which ensures that
there is no other course between the course blocks
in order not to disturb the integrity of the course.
Eq. (11) indicates the constraint that guarantees
assigning two-course hours consecutively. Eq. (12)
denotes the constraint showing that the decision
variable consists of 0-1 integer variables. These
counstraints are among the strict constraints in the

model.

Z Zﬁ?ijk =D;, Vi, (8)
J=1 k=1

injk S97 V(]ak)a (9>
=1

Tijk + Tijh+1) — Tije—1) < 0, V(i 5,k),  (10)
—Tijk + Tijet1) — Tije+2) <0, V(i,5,k), (11)
Zijk + 0 — linteger, VY(i,j,k). (12)

Objective functions

Eq.(13) shows the first objective function, which en-
ables the maximization of the sum of instructor pref-
erences, and Eq.(14) indicates the second objective
function, which enables the minimization of the sum of
the overlapping number of students in the consecutive
classes.

Maxf; (z) = Z Z Z (T35 + Hix)zijk (13)
=1 j=1k=1

Minf; (z) = Z Z Z Z Z Z Vie®ijeijogs
i=1 j=1 k=11i'=1'=1 k'=1 (14)

AHP method is used to determine the course day
and class hour preferences of the instructors in the
problem. A questionnaire is given to the instructors to
make a paired comparison of the determined criteria
based on the Saaty [15] 1-9 scale and the consistency
ratios are analyzed. In order to minimize the total
number of overlapping students in consecutive classes,
the overlap numbers are determined from the SIS
database and an overlap matrix is created.

Detailed solution steps of the proposed integrated
approach using AHP, Tabu Search, and Conic Scalar-
ization Methods are shown in Figure 1.

3. Determining the stochastic representation
of the course timetabling by considering the
IMMCT constraints

Taking into account the IMMCT constraints, the
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Obtaining the Number of Students
Whose Courses Overlap is Taken

Preferences with AHP

Determination of Instructor

N

s

-

Determining the Stochastic Representation of the Course Timetabling by
Considering the IMMCT) Constraints

v

Combiningand Computing of Objective Functions with Conic
Scalerization

v

Optimization with Tabu Search Algorithm

l

—>

Design Of Experiments For Optimization Of Conical Objective Function

|

Analysis of Test Results with ANOVA

J
J
J
J
J

|

Are Analysis

Results
Meaningful?

stochastic representation of the course timetable is
determined. The course list is created by enumerating
each enumerating each course. As the courses con-
ducted in two sessions are considered as two separate
groups, different numbers are given and listed. The
first three-hour session of the Mathematics IT course is
ranked first, while the two-hour session is ranked third.
Table 2 is created by assigning numbers to courses,
starting from the first-class courses.

The number of random numbers generated is
equal to the number of courses, and the first course
in the list is assigned to the number with the smallest

Isthe Solution
Satisfactory?

Yes

'

Figure 1. Flowchart of the proposed approach.

random number. This process is repeated for all
courses in the list, creating a random course order.
By arranging the assigned random numbers from small
to large, the new sequence of the courses according to
random numbers is obtained, as shown in Table 3.

In the course program, 37 one-hour gaps are
assigned to have gaps between courses. If these empty
hours are not defined, the program would assign the
courses continuously and the lessons would stack within
the first days of the week and the last days would
be empty, leading to an incoherent timetable. The
gaps are assigned to each class orderly as one hour.
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Table 2. Numbering the sessions of the courses.

Course name Course Course Course name Course Course
hours  session no. hours  session no.

Mathematics 11 3 1 Social Elective Course 11 3 15
Physics 11 3 2 Numerical Analysis 3 16
Mathematics 11 2 3 HAPR II 2 17
Technical Drawing 4 4 Production Management 3 18
Physics 11 2 5 Quality Control 4 19
General Economics 3 6 Operation Research 11 3 20
Turkish Language II 2 7 Engineering Economics 3 21
Computer Programming 3 8 Technical Elective Course 11 3 22
Department 1

Computer Programming 3 9 Operation Research 11 2 23
Department 2

English 11 4 10 System Simulation 3 24
Statistics [ 2 11 Technical Elective Course IV 3 25
Manufacturing Methods 4 12 Management and Organization 3 26
Thermodynamics 3 13 Technical Elective Course VI 3 27
Statistics 1 2 14 Ergonomics 4 28

Table 3. The new sequence obtained by sorting random course numbers from small to large.

Course Random Course Random Course Random Course Random Course Random

no. no. no. no. no. no. no. no. no. no.
1 0.002 32 0.232 7 0.427 45 0.615 55 0.863
17 0.004 8 0.274 9 0.436 25 0.633 21 0.878
19 0.047 4 0.284 40 0.44 46 0.641 56 0.879
26 0.053 33 0.287 41 0.441 47 0.645 57 0.882
2 0.07 34 0.306 42 0.461 48 0.67 58 0.887
12 0.104 35 0.314 14 0.463 49 0.677 59 0.915
18 0.105 36 0.326 13 0.464 16 0.694 60 0.919
6 0.118 37 0.327 43 0.486 50 0.737 27 0.919
29 0.137 11 0.329 22 0.5 51 0.748 61 0.936
3 0.162 15 0.346 23 0.518 52 0.768 62 0.943
5 0.184 38 0.369 44 0.521 28 0.788 63 0.95
30 0.195 20 0.389 10 0.532 53 0.847 64 0.956
31 0.197 39 0.411 24 0.575 54 0.858 65 0.989

During the course assignment process, the overlap of
the courses at distinct classes at the same time for the
instructors with more than one course is prevented.
The courses listed according to the random num-
bers are placed in the classes in order of their numbers
in Table 4. “Mathematics II” is placed at 08:00,
09:00, and 10:00 hours on Monday because the course’s
number is ranked as number 1. Given that “History
of Ataturk’s Principles and Reforms II” is a second-
year course, it is assigned to 08:00 and 09:00 hours

on Monday. The course assignments are carried out
orderly, and each class is assigned an empty course for
one hour when the course number 29 “vacant hour” is
reached. Also, when assigning the courses with course
hours more than 3 in two separate sessions to the
program, positioning is done by considering the course
with more course hours before. For example, 5-hour
Mathematics II is divided into two sessions as 3 and
2 hours and the 3-hour session of this course has been
assigned before.
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Table 4. Developing a random course schedule.

Courses Course no. Day Hours Class I Class II Class III Class IV
Mathematics 1T 1 08:00 Mathematics I HAPR II 17 Quality Control 19 Manag-emelnt and
Organization 26
HAPR 11 17 09:00 Mathematics IT HAPR IT 17  Quality Control 19 Ma“”ag_emef“ and
Organization 26
Quality Control 19 10:00 Mathematics IT Manufacturing Quality Control 19 Manag(.emelnt and
: Methods 12 Organization 26
M t and =) / .
anagement ane 26 Z  11:00 Physics 11 Manufacturing Quality Control 19 29
Organization % Methods 12
Physics II 9 12:00 Physics II Manufacturing  Production 18 30
Methods 12 Management
Manufacturi / ring ; i
anufacturing 19 13:00 Physics II Ma’nufactun.ng Production 18 31
Methods Methods 12 Management
Production : : i
18 14:00 General 929 Production 39
Management Economics 6 Management 18
General :
6 15:00 General 30 29 33
Economics F.conomics 6
. . ) General
Vacant 29 16:00 ) 31 30 34
Economics 6
Mathematics 11 3 17:00 29 32 31 35

4. Combining and computing objective
functions with the conic scalarization
method

First of all, an overlap matrix is created by comparing
the lists of students who have enrolled in the courses of
the successive classes and have courses of the previous
spring semester. The preferences of instructors are
computed with the AHP method [16]. In the schedule,
starting from the second year, first class and third
class courses are checked for overlap. The overlapping
courses of the successive classes are determined and
the optimum position is sought in which they would
not overlap with the previous and next class courses in
the current column and would best suit the instructor
preferences. If not found, secondly, the optimum
position is sought which would not overlap with at
least one course in the previous and next classes
and would best meet the instructor preferences. If
no suitable place could be found in this stage, the
appointment is carried out by placing the course in the
best possible position with overlap check and taking the
instructors’ preferences into consideration. After the
position change of each course, the objective function
is recomputed and a new value is obtained. By checking
the overlapping in the neighborhood of the courses, the
courses are assigned to the most appropriate places

and the objective function is recomputed, yielding
the best assignment. A single-objective function is
obtained by combining two objective functions through
Conic Scalarization. The conic scalarization method
allows the finding of all the efficient solutions corre-
sponding to the decision-maker’s preferences in multi-
objective optimization problems without convexity and
boundedness assumptions [17]. Weights w; and w,
in the formula are determined by AHP and taken
as 0.5. Using Eq. (15), the objective function is
scalarized.

2
MinKS (z) = ay_ |fi (z) — R
k=1

+ > wi (fi () = Ry), (15)
k=1

Subject to Eqgs. (1)—(14).

(a,w) € {0 < a < wg, k = 1,2} condition must
be provided. Parameter values are o = Enk{w, w2} —
0,01 = 0,49, Ry = 100, Ry = —35, and wy = wy = 0, 5;
thus, Conic Scalarization Objective Function becomes:

KS(z) =0,49 % (| fu(z) — 100 |+| (= f2 (=) + 35) |)

+0,5 % (f1 ()—100)+0,5 * (— f2 (z)+35) .
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5. Optimization with the tabu search
algorithm

The general steps of the algorithm for the problem-
solving are as follows:

Step 1. A random start-up solution is created;
Step 2. The current solution is saved;

Step 3. Simple Move: A random course is selected
and moved to a suitable space in its own column (from
the same class);

Step 4. If there is no proper space, the course moving
operation is cancelled;

Step 5. Randomly, two courses are chosen from the
same column (from the same class);

Step 6. Equality of the number of courses’ hours is
checked;

Step 7. Swap move: If the course hours are equal,
the location of each course hour of the selected
courses is swapped,;

Step 8. If the course exchange is possible and
the objective function improves, these courses are
recorded in the tabu list;

Step 9. If the course hours are different from one
another and there is no free time slot before and after
for the course hours with more hours, there will be
no change in courses;

Step 10. If the iteration number has not exceeded
the maximum value requested, return to Step 3;
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Step 11. After all the procedures are applied, all
placement possibilities are checked for all the courses
of all classes in the curriculum; when the course
placement operation is performed and the maximum
iteration is reached, the process is stopped.

5.1. Selection of parameters used in the tabu
search algorithm

The success of optimization processes with the Tabu

Search Algorithm depends on the correct determina-

tion of the used parameters given below:

a) Selection of movement

A movement selection mechanism is created when
the algorithm is applied to the problem. Two
types of movements are used for the course selection
and taking courses to the tabu list. The first of
these movements is the swap move. A random
class is selected from a randomly generated course
program. Two courses are selected randomly from
the selected classes. The equality of the number
of course hours for selected courses is checked. If
the course hours are not equal, it will be checked
whether there is a sufficient vacant time before
and after the courses are replaced considering the
hours of the course that would be replaced. If
the calculated value is better than the objective
function value of the random solution created at
the beginning, the two courses selected in this stage
would be kept constant after the swap and these
courses would be taken into the tabu list (Figure 2).

The study is repeated with a small sample

DAY | HOUR CLASS I CLASS Il CLASS Il CLASS IV
8:00 Mathematics 11 HAPRII Quality Control Management and Organization
9:00 Mathematic, HAPR I Nlity Control Management and Organization
10:00 Mathempfics Il Qualy Control Management and Organization
. 11:00 Ph{ics I Qua]jty&)ntrol
E 12:00 P%/sics I Production Ma\agement
% 13:00 ysics 11 Production Man\gement
= 14:00 Gengral Economics Manufacturing Methods | Production Manggement
15:00 Gengral Economics Manufacturing Methods
16:00 Gengral Economics Manufacturing Methods
17:00 Manufacturing Methods
8:00 Makhematics 1I I
9:00 Mat\ematics I Statistics I /
10:00 Pths 1I Statistics I /
: 11:00 PhysNI /
2 12:00
B[ 1300
= 14:00
15:00 |Computer Programming Soc. Elect. Course 11 Operation Research 11
16:00  |Computer Programming Soc. Elect. Course II Operation Research 11
17:00 |Computer Programming Soc. Elect. Course II Operation Research II

Figure 2. Demonstration of the swap move on a small example.
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DAY | HOUR CLASS 1 CLASS I CLASS III CLASS IV
8:00 Mathematics II HAPR.II Quality Control Management and Organization
9:00 Mathematics 11 HAPR.II \Qqality Control Management and Organization
10:00 Mathematics 1T QuaMControl Management and Organization
> 11:00 Physics II Quality\ontrol
é 12:00 Physics II Production M%agement
g 13:00 Physics II Production Man\gemsnt
14:00 General Economics Manufacturing Methods | Production Mangdgement
15:00 General Economics Manufacturing Methods
16:00 General Economics Manufacturing Methods
17:00 Manufacturing Methods
8:00 Mathematics II I
9:00 Mathematics II Statistics I /
10:00 Physics I Statistics I /
: 11:00 Physics II /
a 12:00
7
B | 1300
a 14:00 -
15:00 |Computer Programming Soc. Elect. Course II Operation Research II
16:00  |Computer Programming Soc. Elect. Course 11 Operation Research II
17:00 |Computer Programming Soc. Elect. Course II Operation Research I

Figure 4. The simple move.

to see the effect of swap move on the program.
Industrial Engineering fourth-year courses are cho-
sen to be held on Monday through Friday to see
the effects of swap move. Using only the swap
move procedure, the program is run using the
normal program for each tabu length and number
of iterations. The obtained results are graphed by
evaluating the first case and the situation after the
experiments. In this way, the effect of swap move
procedure on the conic objective function is seen.
The tabu length has four levels (4, 6, 8, 12) and the
iteration number has eight levels (10, 20, 100, 200,
400, 600, 800, 1000). While the tabu length is 4
and the iteration number is 10, these parameters
are shown as (4-10) on the horizontal axis in
Figure 3. This notation is repeated in all tabu
length-iteration number combinations. Totally, 32
combinations of the tabu length and the iteration
number are created in this way.

Another movement type is the simple move

based on the movement of courses into any space.
In this movement type, all hours of the randomly
chosen course are randomly assigned to spaces
equal to the number of hours per lesson (Figure 4).

Selection of initial course schedule

The experiments are carried out with three separate
start-up programs. While a randomly initial appro-
priate solution is created, experiments are carried
out with (a) a single randomly generated program
for all experimental groups as the first option, (b) a
course schedule optimized with random search for
all the experiments as the second option, and (c)
randomly generated programs for each experiment
as the last option and the results are recorded.

Use of candidate list strategy

Because it will take a long time to examine all
neighborhood structures to determine a specific
solution, random class selection and random course
selection are preferred to select the best one. A list
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of candidates with as many solutions as the number
of courses is used.

d) Selection of the movement rate

Movement assignments are carried out by assigning
values between [0-1] for swap move (swapping the
courses) and simple move (moving to a vacant
position). For example, while the swap move took
0,1 value, a simple move that moved the course into
a random space took 0.9 value and thus, the loop
was completed. If the swap move can be expressed
as B (beta) referring to 8 = 0,1; 0,2; 0,5; 0,8; and
0,9, then 1 — 3 gives simple move.

e) Tabu list length selection
The courses are taken to the tabu list by incorpo-
rating the specified tabu lengths. Experiments are
conducted with tabu lists of 4, 6, 8, and 12 lengths.
Programs are run through a number of iterations,
and when the tabu length is completed, the courses
are removed using the First-In-First-Out (FIFO)
approach when the list reaches the tabu length,
thus entering among the courses that are actively
swapped in the program.

f) Tabu courses

There are some courses in the tabu list at the
solution starts. The courses that would not be
changed in the program are included in this tabu
list and these courses kept in memory are not
subject to change even if there is overlap because
these courses are subject to strict constraints with
regard to day and hour in accordance with the pref-
erences of instructors. These courses are “General
FEconomics”, “Numerical Analysis”, “Management
and Organization”, and “Tech. Elect. Course IV”.
Assignment of the overlapping courses is done on
the condition that the location of these courses did
not change.

The interface screens of the software created in
Excel Visual Basic according to the defined algorithm
of the program are shown in Figures 5 and 6. The
“Program Assign” procedure is applied for the program
run without using the Tabu Search Algorithm.

The “tabu list length” and “iteration number”
counters under the “tabu search” screen are used
for Tabu Search Algorithm. If the tests are to be
performed by entering the move ratios, the “Movement
with percentages” box is marked, and the “swap
move” and “simple move” percentages under the
“Movement, Ratios” tab are given in Figure 6 and the
program is run.

6. Design of experiment for optimization of
the conic objective function

Design of experiment is an approach used to determine

ICOURSE SCHEDULING =%
CREATE A RANDOM COURSE SCHEDULE TABU SEARCH
Tabu List Length 0 i‘
Randomly Course M
Rosiguing Iteration Number 0 i‘
A‘s‘s‘lg‘n‘mg ng‘rx‘am“ I~ Movement with percentages

Run ‘ Cancel ‘

Figure 5. Course scheduling interface.

(COURSE SCHEDULING o]
CREATE A RANDOM COURSE SCHEDULE TABU SEARCH
Tabu List Length 0=
Randomly Course M
Assigaing Iteration Number ‘ 0=
Aasiguiag Program ¥ Movement with percentages

Movement Ratios
Swap Move ‘ ﬁ
Simple Move ‘ |
[z
Run ‘ Cancel ‘

Figure 6. The interface of course scheduling rate move
assigning.

the effects of the independent variable considered to
be the cause of change in the dependent variable for
statistical analysis [18]. In order to evaluate the inter-
actions of each of the factors in the tests performed with
the data obtained from the experimental results, the
experimental design tools of Minitab 17.0 application
belong to full factorial design. In the full factorial
design, a combination is obtained by multiplying at
least two or more factors by at least two or more levels
of these factors [19].

In practice, a total 4-factor and 20-level exper-
iment is designed involving four levels (4, 6, 8, 12)
for Tabu Length, eight levels for Iteration Number
(10, 20, 100, 200, 400, 600, 800, 1000), five levels
for Experiment Formation Percentages (Beta) (0,1-0,9;
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0,9-0,1; 0,2-0,8; 0,8-0,2; 0,5-0,5), and three levels for
Start-up Solution Alternatives (normal program, good
program, random program).

Two Experimental Application Procedures,
namely ones without tabu and without tabu
percentage, are determined except for the factors
given in the experimental design. In the experimental
procedure without tabu, in the case of each start-up
solution, the program is run 15 times and the results
are recorded. For each start-up solution alternative in
the procedure without tabu percentage, the program
is run through iterations without entering the test
percentages.

The 4-factor and 20-level experimental design in
the study is sequenced as 3' % 4! x 5' % 8'. The
objective function is the dependent variable while tabu
length, iteration number, program creation percent-
ages, and start-up solution alternatives are considered
as independent variables. The tests are carried out
for approximately two months and together with the
tests in “without tabu” and “without tabu percentage”
procedures, a total of 621 tests are performed. The
increase in the tabu list length and the iteration
number causes the experiments to complete in a long
time. However, it is determined that when the iteration
number increases, the experimental time increases but
good results are obtained.

The results obtained from the experimental study
are statistically evaluated by ANOVA.

7. Analysis of Variance (ANOVA)

ANOVA is employed to compare the average of more
than two populations with a normal distribution. The
effects of independent variables on the dependent
variable are investigated by ANOVA. The number
of dependent and independent variables determines
the type of ANOVA. “One-Way ANOVA” is used in
ANOVA with one dependent variable number. In the
One-Way ANOVA | it is assumed that each group comes
from the normal distribution and that the variances of
the groups are relatively homogeneous [19].

A hypothesis test is put forth for statistical anal-
ysis. Because hypothesis tests include comparison and
selection process, more than one hypothesis is required.
These hypotheses are called alternative hypotheses. In
this case, where n is the number of population and y;
is the average of test method ¢ and (i = 1,2,3,...,n),
the initial hypothesis Hy and alternative hypothesis Hq
are defined as follows:

HO:u’l:l’L] Vi7j7i7£j7i7j:172737""'7n7

Hy 1273 # /j/j,zli7j7i #]

A specific value is predicted for error margin in
tests and expressed by alpha (), usually being as small

One-way ANOVA:
Objective Function versus Iteration Number

Source DF SS  MS F P
Iteration

Number 8 1770605 221326 15,58 0,000
Error 612 8692706 14204

Total 620 10463311

S=119,2

R-Sq = 16,92%
R-Sq(adj) = 15,84%

Figure 7. ANOVA of objective function and iteration
number.

One-way ANOVA: Objective Function versus
Start-up Solution

Source DF SS MS F P
Start-up

Solution 3 4029770 2014885 193,55 0,000
Error 618 6433541 10410

Total 620 10463311

S=102,0

R-Sq=38,51%
R-Sq(adj) = 38,31%

Figure 8. ANOVA of objective function and start-up
solution.

as 0.05 or 0.01. Statistical programs calculate the error
margin that occurs as a result of a hypothesis test and
this value is called “P” value. It is decided to accept
or reject the hypothesis by comparing the P value with
the predetermined « value. If P < «, Hy is rejected.
If P> «, Hp is accepted [20]. The significance level is
taken as a = 0.05 in the study.

The results obtained from the experiments are
subjected to ANOVA and pairwise comparison analysis
of the variables is performed. The change values
of four factors and objective function are evaluated.
As a result of this analysis, it is observed that two
factors have significant differences. These factors are
determined to be the “Iteration Number” and “Start-
up Solution Alternatives” and are shown with the
explanations of the ANOVA results (Figures 7 and 8).

The test results of “Objective function versus
Iteration Number” showed a significant difference in
a = 0,05 significance level, n = 8 level, and P =
0,000 < 0,05. Hypothesis Hy is rejected. The test
results of “Objective function versus Start-up Solution”
showed a significant difference in a = 0,05 significance
level, n = 3level and P = 0,000 < 0,05. Hy hypothesis
is rejected.

8. Results

In the initiation of the solution process, the AHP
method is applied to determine the preferences of
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Figure 9. Effects of variables on the conic objective function.

instructors. The whole instructors fill the preferences
form. The results are analyzed using the AHP and
then, experiments are conducted to apply the parame-
ters of Tabu Search Algorithm. The AHP and exper-
iment processes take a long time to complete, almost
two months. The Tabu Search Algorithm was designed
by trying very different combinations (number of itera-
tions, tabu length, etc.), thanks to the flexible structure
of the software. In this way, the most suitable solution
is determined. The statistical analysis is then initiated.

According to the results of the analysis, it is pos-
sible to determine between which factors the difference
arose in the tests with a significant difference. “Iter-
ation Number” and “Start-up Solution Alternatives”
are determined as critical factors. In determining the
variable effects on the objective function, the graphs in
Figure 9 are used. The value of the iteration number
800 is seen be minimum in the Iteration Number graph.
The “Good Program” variable has the minimum value
in the Start-up Solution Alternatives in the graph.

As a result of the experiments, the optimum
objective function value is obtained as (—1,504) by
incorporating 6 tabu lengths and iteration number
400 as well as selecting the initial solution as a good
program without assigning the test percentages. As
a result of this experiment, the course overlap is
20 and the instructor preference is 35,420. In the
convergence graph obtained, it is seen that the conic
objective function at the best objective value obtained
from the experiment results converged to the iteration
number 400 (Figure 10). In the 2016-2017 Spring
Semester Course Schedule prepared manually, course
overlap is 696, total instructor preference is 35,571, and

Convergency graph

'
o o
M) [e=l

\
N
i

Conic objective value
|
o o
[o.] (o]

i ' '
e e
=N (=]

400

Iteration number

-1.6
0 200

600 800

Figure 10. The best conic objective function value
according to the iteration number.

the scalarized objective function value is calculated as
589,334. In this case, a significant improvement is seen
in the curriculum when the current course schedule is
compared with the results of the best solution obtained
by the proposed approach in the experiments, as shown
in Table 5.

To determine the trade-off between the objective
functions, the Tabu Search Algorithm is run 160 times
for each of the initial solution as the normal program,
the good program, and the random program, in order.
The best results are obtained by selecting the initial
solution as the good program. The points obtained
using the good program are shown in Figure 11. The
Pareto points are marketed in dashed circles. There are
four Pareto points among the obtained 160 points. It
is shown that there is a trade-off between the points
(55; 36,782) and (99; 38,638). While the student
course overlap values change in the interval [55; 99],
the values of the instructor preferences change in the
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Table 5. The objective function values.

Objective functions

Program type Student course overlap

Instructor preferences

Conic objective function

Current course schedule 696

Best course schedule 20

35.571
35.420

589.334
-1.504

Pareto curve (good program)
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. . .
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£ 80 ¢ .
*
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3 70
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31 32 33 34 35 36 37 38 39
Preferences (£2)

Figure 11. The Pareto curve obtained by the good
program.

interval [36,782; 38,638], according to the Pareto points
in Figure 11.

9. Conclusion and future directions

The course scheduling problem is a difficult optimiza-
tion problem frequently encountered in the literature
and various methods have been used to resolve it so
far. In this study, the problem was analyzed step
by step and a metaheuristic integrated approach was
employed for the solution. A bi-objective mathematical
model was developed for the problem; two objective
functions were designed to maximize the preferences
of the instructor and to minimize student-course over-
laps. Instructor preferences were taken by a designed
questionnaire and evaluated by the Analytic Hierar-
chy Process (AHP) method. Student-course overlaps
were obtained from the Student Information System
(SIS). The objective functions were transformed into a
single objective function using the Conic Scalarization
Method.

In order to solve the problem, the Tabu Search
Algorithm, one of the heuristic approaches, was used
in Excel Visual Basic programming language. Exper-
iments were conducted using different tabu lengths,
iteration numbers, and initial solutions. The results
were analyzed. According to the test results, a
significant improvement according to the conic objec-
tive function value and student-course overlaps was
achieved by using the proposed approach. In addition,

the outcome of the experiments demonstrated that
the iteration number and start-up solutions had a
significant differernce in the minimization of the conic
objective function.

For further study, one should compare the pro-
posed approach with different metaheuristic methods
and scalarization approaches. A decision support
system can be designed to obtain data from instructors
by web application and the SIS database.
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