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Abstract. This paper presents a novel approach to statistical monitoring of online social
networks where the edges represent the number of communications between ties at each
time stamp. Since the available methods in the literature are limited to the assumption
that the set of all interacting individuals is �xed during the monitoring horizon and their
corresponding attributes do not change over time, the proposed method of this study tackles
these limitations due to the properties of the random e�ect concepts. The application of
appropriate parameter estimation technique is involved in the Likelihood Ratio Testing
(LRT) approach considering two di�erent statistics and the longitudinal network data are
monitored. The performance of the proposed method is veri�ed using numerical examples
including simulation studies as well as an illustrative example.
© 2022 Sharif University of Technology. All rights reserved.

1. Introduction

Analysis of network data remains of interest to re-
searchers since networks demonstrate a comprehensive
image of complex systems. Preliminary studies, such
as those by Erd�os and R�enyi [1], incorporate proba-
bilistic concepts into graph theory to analyze network
data. Although this approach was extended by other
researchers such as Leskovec et al. [2], ignoring the
dynamic property of network data necessitates more
in-depth studies that are capable to analyze network
streams over time.

The development and spread of the digital world
and the occurrence of notable events, such as 2012
Arab uprisings and the role of online social networks

*. Corresponding author.
E-mail addresses: H.mogouie@in.iut.ac.ir (H. Mogouie);
Raissi@cc.iut.ac.ir (Gh.A. Raissi Ardali);
amiri@shahed.ac.ir (A. Amiri); E bahrami@sbu.ac.ir (E.
Bahrami Samani)

doi: 10.24200/sci.2020.50951.1933

in those movements, have made the dynamic network
data analysis a hot topic for researchers [3]. The most
crucial objectives of these investigations are to detect
abrupt changes of interactions among members known
as anomalies as soon as possible [4].

The surveillance of online networks has led to the
introduction of methods, proposed by Krebs [5], for
tracing central actors in terrorist groups. Similarly,
Pandit et al. [6] argued that detection of anomalies,
such as systematic cheating, in online networks was
crucial to monetary systems and in this respect, insur-
ance industries require further research into this issue.

A literature review of anomaly detection proposed
by Savage et al. [7] employs categorization based on two
criteria of whether the network under study is labeled
or unlabeled and if the surveillance is conducted stat-
ically or dynamically. Aside from the studies dealing
with static problems, the �rst criterion concentrates
on the nodes of the networks to discriminate cases
with known attributes of nodes (individuals) from those
without node information such as the studies of Cheng
and Dickinson [8] and McCulloh and Carely [9].
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Although dynamism is evaluated as a crucial
property of social network studies, more recent de-
velopments necessitate gaining an insight into the
underlying structure of communication among network
members [10]. To this end, it is always of interest to
determining how similarities between pairs of individ-
uals a�ect the pattern of their communications. For
instance, Bliss et al. [11] demonstrated how accurate
the link predictions would be upon knowing the user's
attributes. Hence, it can be concluded that further
research opportunities in the �eld of social network
analysis are likely required to prioritize dynamic la-
belled problems.

Woodall et al. [12] proposed a review investiga-
tion into classifying anomaly detection where notable
studies that propose a certain approach were reviewed
briey. For instance, the research conducted by Heard
et al. [13] was introduced as an instance for applying
Bayesian methods for social network analysis and the
scan statistic approach is discussed by referring to the
works of Priebe et al. [14], Sparks [15], Neil et al. [16],
and Marchette [17]. Another approach popular in the
literature is the application of time series analysis for
monitoring social networks, as can be seen in the study
of Pincombe [18]. The last category of researches
noted by Woodall et al. [12] is a control chart design-
based hypothesis testing where network measures are
used as the statistics for monitoring the application
of Exponentially Weighted Moving Average (EWMA)
charts. The works of McCulloh and Carley [19,20] are
well-known studies that can be categorized in this class.

The extension of researches that used control
charts is found in the research paper of Azarnoush
et al. [21]. The main drawback to be addressed is
that focusing on graph measures does not necessarily
lead to the detection of structural anomalies. To
overcome such a challenge, Azarnoush et al. [21]
modeled the probability of communication of each pair
of individuals in terms of similarity vector, which is
derived from a prede�ned method of comparing the
corresponding individuals of a certain pair. Then, by
using Generalized Linear Modeling (GLM) concepts
and an Likelihood Ratio Testing (LRT) approach,
LRT-based statistics were computed and monitored.
An important advantage of this method is focusing
on the underlying structure of the network data that
reveals a general insight into how individuals are
likely to connect to each other based on similarities
between attributes. This approach was extended by
Farahani et al. [22] and Fotouhi et al. [23] with focus
on Poisson distributed edge data rather than binary
outcomes.

In the aforementioned researches, although sig-
ni�cant progress results from the application of more
applicable models for real-world networks, signi�cant
limitations remain to account for. An important notion

that has been neglected by Azarnoush et al. [21],
Farahani et al. [22], and Fotouhi et al. [23] is that
the dynamism of network data necessitates more in-
depth longitudinal modeling investigations. This fact
has been recently restated by Reisi-Gahrooei and
Peynabar [24] in the case of attributed social networks
where data autocorrelations have been addressed for
which Extended Kalman Filter (EKF) is employed for
parameter estimation.

Woodall et al. [25] presented another review paper
on social monitoring researches and chiey classi�ed
statistical process monitoring approaches to detecting
anomalies in social networks. Similarity, Sengupta and
Woodall [26] briey reviewed the statistical methods
for computer and social networks.

Some other more recent papers include that of
Hazrati-Maranagaloo and Noorossana [27] who mon-
itored the probability of edge existence. In another
study by Hosseini and Noorossana [28], the perfor-
mance of EWMA and CUSUM control charts was
evaluated for monitoring social networks. For dynamic
networks, a method for detecting node propensity
changes was investigated by Yu et al. [29]. Sparks [30]
proposed a method for detecting periods of signi�cant
communication levels of targeted individuals. Ko-
molafe et al. [31] reviewed use of spectral methods,
and Mazrae Farahani et al. [32] employed Root Mean
Square Error (RMSE) to improve the monitoring
schemes for anomaly detection in social networks in
terms of ARL criterion. Another interesting research
by Fotuhi et al. [33] proposed a novel approach based
on multiple correspondence analysis.

Nonetheless, the concepts of dynamism, ran-
domness, and correlations in social network studies
need more investigations due to the assumptions that
available methods are limited.

One of these important limitations is that the
available literature assumes that the whole set of inter-
acting individuals (nodes) is known and �xed over time.
For instance, consider the E-mail communications of
a company in which the set of nodes is known from
the list of sta� members who have been assigned an
E-mail address and the corresponding attributes of
sta�s can be easily accessible from the pro�le data.
Moreover, the attributes of the individuals (nodes)
such as gender, position in the company, nationality,
etc. are chiey �xed properties and do not change
at time stamps. However, in many real-world social
networks, individuals of the network may join or leave
the networks easily; therefore, the set of nodes may
vary at di�erent time stamps. In addition, in many
cases, the attributes of nodes may vary at di�erent
time stamps. For instance, in a social network of online
gamers, each actor might have di�erent levels of credit
or rank at di�erent time stamps.

Mogouie et al. [34] proposed a new approach
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for monitoring binary edge social networks considering
random e�ects, and Naja� and Saghaei [35] worked on
monitoring �nancial networks based on the concepts
introduced by Mogouie et al. [34]. Noorossana et
al. [36] also presented a review of statistical monitoring
methods for social networks.

Such cases are very common in real-world appli-
cations. Another instance is the case of online auction
in which members can join or leave the site readily,
creating a condition that the set of nodes and their
corresponding attributes may change.

In this paper, based on the properties of random
e�ects for modeling the network data, a statistical
monitoring procedure is proposed for cases where the
vectors of attributes `values of nodes' vary over time.
Since the number of communications or the lengths
of the messages sent and received between pairs is
always of value for social network data analysis, Poisson
distribution is considered for the data corresponding
to ties. Hence, the modeling based on random e�ects
is capable to work for monitoring the social network
data when the set of nodes and their corresponding
attributes may change.

In the proposed approach, consideration of ran-
dom e�ects would enable the model to work with cases
where the set of nodes and the corresponding attributes
vary over time. In the next subsection, the modeling
and parameter estimation of count data of communi-
cations are discussed. Figure 1 positions the proposed
approach more clearly in the most recent literature.

This research is organized as follows: In the
second section, the concepts related to random e�ects
modeling for count data are introduced. In the third
section, the problem modeling and the parameter
estimation method are discussed. The monitoring
procedure and the related formulations are given in
the fourth section, and numerical examples including
simulation studies as well as illustrative examples are
discussed in the �fth section. The conclusions and
recommendations for future researches are presented
in the last section.

2. Random e�ects model

In most statistical analyses, there are cases where
some variables are characterized by levels that must
be chosen randomly from a much larger set of lev-
els [37]. Moreover, it is common that data be collected
from di�erent clusters and it is known that the data
corresponding to a certain cluster have more similar
properties while their characteristics di�er from the
data of other clusters. Ignoring such similarities
or di�erences associated with cluster data may yield
erroneous results [38].

Random e�ects summarize the similarities of data
within a cluster. While the same value can be assigned
to a certain cluster, it may vary for other clusters. The
sources of these variables are not necessarily known or
controllable and are called random e�ects because they
are randomly distributed over the selected levels.

Figure 1. Positioning the proposed method in the latest literature.
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Consider there are m panels and each panel
is enumerated by the index of j, j = 1; 2; 3; :::;m.
Also, if there are n individuals and each individual is
characterized by a 1�p vector of attributes, then the
(n� p) covariate matrix of X will be available. Hence,
the vector of coe�cients denoted by �, assuming the
n� 1 vector of model errors ", the �xed terms de�ning
the n� 1 response vector of y are obtained by a model
such as y = X�+". However, to incorporate random
e�ects to the model, the (n � qm) matrix of predictor
variables Z multiplicated by the (qm � 1) vector of
random e�ects denoted by � should be considered in
the data structure. Note that q represents the number
of random e�ects, while each of them has m levels.

The notations introduced above are the ele-
ments that are needed for most random e�ect models.
Suitable models should be applied due to the data
properties. While random e�ects models have been
well studied for normal responses, their developments
for non-normal outcomes have not been investigated
extensively. A general representation of Generalized
Linear Mixed Models (GLMM) introduced by Agresti
[38] is given in Eq. (1) as follows:

g(�it) = X 0it� + Z 0it�i; (1)

where g(:) is the link function and �i denotes the
random e�ect vector that follows a multivariate nor-
mal distribution N(0;�), where � is the variance-
covariance matrix of the random e�ects.

Random e�ects are incorporated into the model-
ing of count data multiplicatively. Consider a model
with the multiplicative random e�ect of �i; then, the
conditional mean of the count data E[yitjxit; �i] can be
modeled using Eq. (2) [39]:

E[yitjxit; �i] = �it = �i�it = �i exp(X0it�): (2)

Note that we are mostly interested in estimating the
coe�cient parameters �; to this end, the e�ect of
�i should be eliminated. Note that �i represents iid
random variables. Although the random e�ects are
added to the model in Eq. (1) multiplicatively, they
can be still interpreted as the cause of a shift in the
intercept, as shown in Eq. (3):

�it = �i exp(X0it�) = exp(�i + X0it�); (3)

where �i = ln�i. The notion that the random e�ects
shift the intercept is related to the type of the link
function of g(�it), denoted by exp function, and it
does not necessarily hold for all other types of link
functions.

3. Problem modelling

This section discusses the problem modeling, gives
the required formulations for network modeling, and
evaluates the corresponding model parameters.

3.1. Network modelling
Consider a network graph of G(t) = fV (t); Y (t)g
at each time stamp t = 1; 2; :::; T where V (t) =
f�1; �2; :::; ��g and Y (t) = fy12(t); :::; yij(t); :::; y��1;�g
denote the sets of individuals in terms of vertices and
the links in terms of ties, respectively. Since the
problem under study should be analyzed based on the
attributed network data and the attributes of vertices
collected for each pair of individuals i and j at time
stamp t, the p � 1 vector of similarities between these
two individuals is xijt = fxijt1; xijt2; :::; xijtpg.

In this vector, xijtp for p = 1; 2; 3; :::; p shows how
individuals i and j are similar to each other and then,
they are compared considering the pth attribute at
time stamp t. In social network data analysis, common
attributes of interest include sex, position, place or age,
etc. and there should be reference criteria of how to
compare individuals to determine xijtp. For instance,
if the pth attribute is gender in case both individuals i
and j are of the same sex, then xijtp = 1; else, 0.

In the available literature, the proposed methods
assume that the set of vertices does not change over
time and accordingly, the vectors of attributes are
�xed. Moreover, the numerical examples that have
been analyzed represent cases where the whole data
set of individuals is available. However, in real-
world applications, these assumptions mostly do not
necessarily hold. As shown in Figure 1, in many cases,
we may have access to only some of the randomly
selected nodes and analyze them based on the available
set of vertices, as shown by red dots in Figure 2.

3.2. Random e�ects count data modeling and
parameters estimation

A commonly applicable random e�ects model for count
data is the Poisson random e�ects where ykt condi-
tional on �k and �kt follows Poisson distribution with
the parameter of �kt = �k�kt. Note that the index k
is equivalent to the kth pair of individuals. In other
words, if there are n individuals in a network, there

Figure 2. A sample network with randomly accessible
nodes.
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lR0 = log
� :Y
t2R0

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�R0
+ �R0 ijt)]

yijt :[exp(�(X0ijt�R0
+ �R0 ijt))]

yijt!

�
: (6)

Box I

lR� = log
� :Y
t2�

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�R� + �R� ijt)]
yijt :[exp(�(X0ijt�R� + �R� ijt))]
yijt!

�
: (7)

Box II

will be
�
n
2

�
pairs of individuals, each denoted by a

number from the index k.
The longitudinal analysis of the Poisson dis-

tributed data considering random e�ects is done based
on the joint density of the kth pair for t = 1; 2; :::; T
time stamp, as shown in Eq. (4):

Y
t

�
�kt
ykt!

�0@ �P
t
�kt + �

1A� X
t

�kt + �

!�P
t
ykt

�
�P

t
ykt + �

�
�(�)

: (4)

The regression analysis of random e�ects count data
is conducted under the inuence of distribution of �k;
however, a suitable model for many applications such
as social network data could be gamma (�; �). In this
case, the maximum likelihood estimation of � and
� considering �kt = exp(x0kt�) can be done through
Eq. (5) as follows:0@ n

2

1AX
k=1

TX
t=1

xkt

 
ykt � �kt �yk + �

T
��k + �

T

!
= 0; (5)

where �yk denotes the average of yk's. This estimation
has been performed based on the elimination of random
e�ects; accordingly, �̂ is the main output of this proce-
dure and the estimated values of � are not necessarily of
interest. In the next section, the monitoring procedure
is explained in detail.

4. Monitoring procedure

This section proposes an LRT-based procedure to
monitor the dynamic network considering static and
dynamic reference set approaches. The static reference
addresses an approach in which the computation of the
LRT statistic applies a �xed set of network data as the
reference set R0, while the dynamic one updates the
reference set by substituting the data of the last time
stamp with the �rst ones. Hence, the most recent data
are used as a dynamic window reference set. For this
purpose, the likelihood functions at each time stamp
are calculated as follows.

The parameters of the count model shown in
Eq. (3) yield the log likelihood value of lR0 represented
in Eq. (6) as shown in Box I. At time stamp � , the value
of the log likelihood function is obtained using Eq. (7)
as shown in Box II. Similarly, R1 = R0 [ � ; then, lR1

is obtained using Eq. (8) as shown in Box III. When
the network is in-control, the model parameters of the
network at time stamp � are not signi�cantly di�erent

lR1 = log
� :Y
t2R0

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�R0
+ �R0 ijt)]

yijt :[exp(�(X0ijt�R0
+ �R0 ijt))]

yijt!

:Y
t2�

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�R� + �R� ijt)]
yijt :[exp(�(X0ijt�R� + �R� ijt))]
yijt!

�
: (8)

Box III
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l0 = log

(
:Y

t2R0

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�0 + �0ijt)]
yijt :[exp(�(X0ijt�0 + �0ijt))]
yijt!

:Y
t2�

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�0 + �0ijt)]
yijt :[exp(�(x0ijt�0 + �0ijt))]
yijt!

)
: (9)

Box IV

l1 = log

(
:Y

t2R0

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�0 + �0ijt)]
yijt :[exp(�(X0ijt�0 + �0ijt))]
yijt!

:Y
t2�

�Y
i=1

:Y
j 6=i

[exp ((X0ijt�� + �� ijt)]
yijt :[exp(�(X0ijt�� + �� ijt))]
yijt!

)
: (10)

Box V

from that of the reference set R0 and the parameters
can be considered as �0 for the whole time horizon of
R1. Hence, the in-control value of the log likelihood
function can be formulated through Eq. (9) as shown
in Box IV. However, when an assignable cause shifts
the model parameters at time stamp � , the parameters
are not statistically equal to �0 and the corresponding
log likelihood function should be calculated using Eq.
(10) as shown in Box V. In Eqs. (9{11), the model
parameters �R0

, �R� , and �0 are unknown and they
should be estimated using Eq. (5). However, software
packages including MATLAB can be employed in this
context. Finally, the LRT-based statistic is computed
using Eq. (11):

�(�) = 2(l1 � l0): (11)

The next step for the monitoring procedure is deter-
mination of the Upper Control Limit (UCL) for which
a simulation approach is applied to satisfy the desired
in-control ARL. The network is changed into the out-
of-control state when �(�) falls out of the obtained
UCL.

5. Simulation studies

In this section, the performance of the proposed
method is evaluated using simulation studies consid-
ering static and dynamic reference sets. To this end, a
model is �rst de�ned for data generation. This model
generates simulated data. However, for a monitoring
procedure, we should determine in advance how to

monitor the data considering a determined control
limit. To have an in-control ARL value equal to 200
for both of dynamic and static reference sets, the
corresponding UCLs are determined through 10000
simulation runs. For this reason, using a search
approach, we set di�erent control limits alternately
until the determined limits satisfy the in-control ARL
value equal to 200. For con�rming the performance
of the proposed method in detecting the out-of-control
states, the parameters of the assumed model are shifted
and the out-of-control ARLs are calculated for each
shift. As the shifts increase, it is expected that the
out-of-control ARLs decrease. In other words, given
that the designed control chart detects shifts faster, it
is implied that the proposed method is more reliable
for real-time monitoring.

For simulation studies, we consider the model
based on �xed and variable covariates over time. An
important advantage of the random e�ects model for
monitoring social networks is that the covariate vector
may change over time. In other words, the mean of
counts of links between individuals i and j, �ijt; is
modeled in terms of the similarity vector of individuals
i and j at time t. Hence, this model facilitates modeling
the networks in which the attributes of nodes change at
di�erent time stamps. The following equation presents
the assumed model for data generation of the �xed
model:

�ij = exp(�ij + 0:5xij1 + 0:5xij2 + 0:5xij3):

Similarly, the variable covariate model is considered as
follows:
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�ijt = exp(�ijt + 0:3xij1t + 0:3xij2t + 0:3xij3t):

Note that �ij follows Gamma distribution with the
parameters of (� = 4; � = 4) and (� = 2; � = 2)
in the above models, respectively. The results of the
simulation runs are presented in the next two sub-
sections for the �xed and variable covariate models,
respectively.

5.1. Simulation results for the �xed covariate
model

Considering the aforementioned model properties for
the �xed covariate model, the UCLs of the static and
dynamic LRT-based methods are obtained equal to 370
and 392, respectively. By imposing shifts in the model
parameters of �1, �2, and �3, the corresponding ARL
curves are obtained in Figures 3 to 5.

As shown in Figure 3, by shifting the �1 value
from 0.5 to 0.585, the ARL decreases considerably to
1, which means that the chart is able to detect small
shifts e�ectively. The steeper the curve is, the more
sensitive the designed chart is.

Similarly, for the parameter of �2, shift from the
value of 5.55 to 0.8 shows that the method performs
well, even for step changes as small as 0.05. Also, the

Figure 3. ARL curves under di�erent shifts in �1 (Fixed
covariate model) considering static and dynamic reference
set approaches.

Figure 4. ARL curves under di�erent shifts in �2 (Fixed
covariate model) considering static and dynamic reference
set approaches.

Figure 5. ARL curves under di�erent shifts in �3 (Fixed
covariate model)considering static and dynamic reference
set approaches.

ARL values under di�erent shifts in the parameter of
�3, also illustrate a similar performance that con�rms
the e�ectiveness of the method, as shown in Figure 5.

In the next subsection, the performance of the
proposed method for the variable covariate model is
investigated.

5.2. Simulation results for variable covariate
model

In the variable covariate model, the vectors of simi-
larities are generated randomly at each time stamp.
Considering the model properties for the variable co-
variate model, the UCLs of the dynamic and static
LRT-based methods are obtained equal to 415 and 432,
respectively. By shifting the model parameters of �1,
�2, and �3, the corresponding ARL values are obtained
and shown in Figures 6 to 8.

The ARL values shown in Figures 6{8 demon-
strate the e�cacy of the proposed method in de-
tecting shifts in the model parameters for the vari-
able attributes. Similar to the discussion of the
previous subsection, the dynamic LRT-based ap-
proach performs more accurately than the static ap-
proaches.

Figure 6. ARL curves under di�erent shifts in �1

(Variable covariate model) under static and dynamic
reference set approaches.
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Figure 7. ARL curves under di�erent shifts in �2

(Variable covariate model) under static and dynamic
reference set approaches.

Figure 8. ARL curves under di�erent shifts in �3

(Variable covariate model) considering static and dynamic
reference set approaches.

5.3. An illustrative example
Consider the example of an online market network of
digital products to which di�erent �rms can register
so as to have a pro�le on the website and present
their products and search for other �rms' pro�les to
make deals. Since the connections take place on a
website and each �rm is recognized by its pro�le, the
corresponding attributes can be obtained based on
pro�le information. Hence, each �rm as a node can
have several attributes such as the number of previous
sales on the website, number of physical branches, and
the rank of the �rms in the market. Due to the policies
of the owner of the website, the example under study
is discussed anonymously.

Figure 9 demonstrates a schematic of the e-�rms
in the network under study. The thickness of the
links is proportional to the number of the deals made
between each pair of the �rms.

When there is a trade between two �rms, they are
considered connected whether in terms of the number
of deals at each time stamp, the value of the trade, or
any other type of links as edges. To apply the proposed
monitoring method to an illustrative example, one

needs to estimate the model parameters and determine
the corresponding control limit. In the example under
study, by applying the data set of a 50-week time
horizon, the model parameters are estimated in the �rst
step model as follows:

�ijt = exp(1 + 0:05xij1t + 0:07xij2t + 0:08xij3t):

In this model, the attributes are properties such as
the number of previous sales on the website, number
of physical branches, and the rank of the �rms de-
noted by x1; x2, and x3, respectively. By comparing
each pair of �rms together considering the speci�ed
attributes, the corresponding covariate vector of xijt is
determined. Of note, the considered attributes follow a
discrete uniform distribution of [1{20], [1{3], and [1{4],
respectively.

In the next step, the LRT-based procedure given
by Eq. (11) is applied to satisfy an in-control ARL
equal to 200. For veri�cation of the proposed method,
a one-year time horizon of the data set is employed
to evaluate the performance of the proposed method
and the corresponding control chart is shown in Fig-
ure (9).

In the next step, using the model in Eq. (11),
the UCL equals 4.4 that has been determined through
10000 simulation runs satisfying the in-control ARL
equal to 200. For veri�cation of the proposed method
functionality, a 50-week time horizon of the data set
was employed to evaluate the performance of the
proposed method and the corresponding control chart
is shown in Figure (10).

As is shown in Figure 8, results of shifts in
the values of the �rst coe�cient from 0.05 to 0.08
from Week 26 onwards led to a signi�cant change
in statistic value and an out-of-control state was
presented from then on. Obtained evidence may
con�rm the satisfactory performance of the proposed
method.

6. Conclusion and recommendations for future
research

In this paper, a novel method was proposed for
monitoring social networks with count data based on
random e�ects concept. The applied modeling enabled
the monitoring procedure to detect structural shifts in
both of the networks with a �xed set of individuals and
the variable attribute ones. Moreover, the incorpora-
tion of random e�ects concepts to the model improved
the applicability of the monitoring procedure for the
networks with variable covariates. The performance
of the proposed method was evaluated in terms of
ARL. Due to the improvements that the proposed
method brings about, further research on network data
with other distributions of ties such as ordinal data is
recommended for future research studies.
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Figure 9. Illustration of the �rms' network.

Figure 10. LRT-based control chart under the dynamic
reference set approach.
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