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Abstract. This paper proposes a fundamental approach to radiation pattern correction
of the mutually coupled Circular Dipole Antenna Array (CDAA) using parametric
assimilation technique. The e�ect of mutual coupling is an indispensable part of any
practical design issue of the antenna array. Many analytical and numerical techniques
were put forward in the past few decades for the calculation, compensation, and reduction
of mutual coupling e�ect. This paper shows an accurate method for mutual coupling
correction using a recently proposed technique called parametric assimilation technique,
where the values of mutual impedance are calculated and assimilated with the values of
the desired radiation pattern. The proposed technique is cost-e�ective, less complicated,
and easy to implement while achieves better performance for mutually coupled circular
dipole antenna array synthesis. Grey Wolf Optimization (GWO) algorithm is a state-of-
the-art stochastic algorithm applied here to �nd the optimal values of the current excitation
weights and the inter-element spacing between each element of the CDAA for the desired,
uncorrected, and corrected far-�eld radiation pattern synthesis. PSO and DE optimization-
based statistical results are also reported to compare the results obtained by using GWO
algorithm to con�rm the outstanding performance of GWO algorithm-based design.

© 2022 Sharif University of Technology. All rights reserved.

1. Introduction

The design accuracy of an antenna array has a crucial
role in the wireless communication system. Several
types of research proposals on the antenna array
designs have been placed in the past few decades for the
improvement of the radiation pattern characteristics.
The problem of mutual coupling is an inseparable
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part of all the practical antenna array design issues.
In terms of practical design, the minimization of
the physical size of the antenna array is desirable,
which leads to an increase in the mutual coupling
e�ect between the elements of the array [1{3]. The
performance of the antenna array degrades severely
due to the presence of mutual coupling among the
array elements, which causes an impedance mismatch,
deviation in the radiation pattern, distortion, etc. A
signi�cant number of research works have been done
for the optimal radiation pattern synthesis of the
Circular Antenna Array (CAA) [4{10] using various
optimization techniques. However, the correction of
mutual coupling a�ected erred radiation pattern in
the form of the desired radiation pattern is hardly
found. Nowadays, most of the research proposals on
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the optimization of antenna arrays are not suitable for
practical applications as they do neglect the mutual
coupling e�ect.

In this paper, the mutual coupling a�ected erred
pattern of the CDAA is corrected by using the para-
metric assimilation technique [11]. In the parametric
assimilation technique, the antenna array parameters
are calculated by applying the concept of two-port
network analysis, which is extended up to n-port.

Majority of the research works mainly focus on
the mutual impedance for mutual coupling reduction
and compensation [12{17]. In this paper, the mutual
coupling e�ect of CDAA radiation pattern is corrected
by using the parametric assimilation technique, which
performs the matching and assimilation on the param-
eters like current excitation weights and inter-element
spacing. To establish the method of parametric as-
similation technique, 8- and 10-element CDAAs are
considered in this paper.

The rest of the paper is arranged as follows.
Section 2 presents an overview of the parametric assim-
ilation technique. Section 3 shows the design equation
and the evaluation of the cost function for CDAA.
Section 4 describes GWO algorithm brie
y. Section 5
shows the comparison, simulation, and statistical-based
results obtained by using di�erent algorithms and full-
wave simulation-based results. Section 6 presents the
conclusion of the paper.

2. Overview of the parametric assimilation
technique

The name parametric assimilation technique is derived
from its performance for matching and assimilation
of the antenna array parameters like current exci-
tation weights and inter-element spacing, as shown
in a 
owchart in Figure 1. Parametric assimilation
technique consists of two parallel processes: one is to
generate the desired pattern and the other one is to
calculate the position matrix. The desired pattern
is the radiation pattern of an ideal antenna array.
The parameter values are extracted and assimilated
with other matrix elements, which are required for
mutual coupling calculation. The position matrix
is formed initially with the physical parameters like
inter-element spacing and number of elements. These
physical parameters are required to determine the
location information for the calculation of inter-element
spacing.

The next step, after the calculation of the dis-
tance matrix, is to calculate the impedance matrix
and the matrix of mutual currents. The parametric
assimilation technique is applied based on the network
analysis of two di�erent currents known as the initial
current and the �nal current. Typically, the current
from the ideal antenna array is considered as the initial
or feed currents. The initial/feed current undergoes the

Figure 1. Flowchart of the parametric assimilation technique.
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mutual coupling e�ect and forms a set of �nal currents
that causes a distorted radiation pattern. In the
case of parametric assimilation technique, the distorted
radiation pattern is forced to become equal to the
desired pattern by replacing the �nal terminal currents
with the currents of the desired radiation pattern.

3. Design equation

The geometrical con�guration has an essential role in
antenna array design. The circular antenna array is
con�gured with N number of non-uniformly spaced
elements in the x-y plane with a radius `a' as shown
in Figure 2, which scans a far-�eld point PP.

Given that all the elements of the Circular An-
tenna Array (CAA) are assumed isotropic, its far-�eld
radiation pattern can be represented by its array factor
(AF ) only.

From Figure 2, the array factor AF (�; �; I) for the
CAA may be written as Eq. (1):

AF (�; �; I) =
NX
n=1

In exp
�
j

[ka sin � cos (�� �n) + �n]
�
; (1)

where:

ka =
2�a
�

=

NP
i=1

di

�
= N; (2)

�n = 2�
� n
N

�
: (3)

The current excitation weight of the nth element is
denoted by In; k = 2�=�, where � is the wavelength of
the plane wave; di represents the inter-element spacing

Figure 2. The geometry of N-element non-uniform
circular antenna array laid on the x-y plane for scanning
at a point `PP' in the far-�eld.

between the elements `i' and `i + 1'; � symbolizes
the elevation angle from the positive z-axis; and �
symbolizes the azimuth angle from the positive x-axis;
the angular position of the nth element along the x-y
plane is represented by �n; the phase excitation weight
of the nth element is given by �n; and the total number
of elements in the CAA is represented by N .

The AF value of Eq. (1) attains the maximum
values when:

ka sin � cos (�� �n) + �n = 2m�; (4)

where:

m = 0;�1;�2; :::� n:
The principal maximum (m = 0) is de�ned by the
direction (�0; �0) for which:

�n = �ka sin �0 cos (�0 � �n) ; n = 1; 2; :::; N: (5)

For the present design, the peak of the main beam
is directed in the (�0; �0) direction; therefore, the
following changes are to be assumed.

�0 =
�
2
; �n = �ka cos (�0 � �n) : (6)

Thus, Eq. (1) can be rewritten as follows:

AF (�; �; I) =
NX
n=1

In exp
�
jka
�
cos (�� �n)

� cos (�0 � �n)
��
: (7)

The parameter �0 in Eq. (7) represents the direction of
the main beam and the value is chosen as zero.

Now, all the isotropic elements of the CAA,
as shown in Figure 2, are replaced with the dipole
antennas to form the CDAA for practical consideration
of mutual coupling e�ect and its correction by using
parametric assimilation technique. The Far-Field Ra-
diation Pattern (FFRP) of this CDAA is obtained by
using pattern multiplication and is given in Eq. (8):

FFRP (�; �; I) = AF (�; �; I)� EP (�); (8)

where EP (�) is the element pattern of the dipole
antenna and is given in Eq. (9):

EP (�) =
cos
��

2 cos �
�

sin �
; (9)

where � is the angle between the axis of the dipole and
the line of sight.

The directivity (DIR) has a vital role in the
antenna array design. The directivity (DIR) is the
ratio of the power density radiated from the array
in a particular direction to the power density of an
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ideal isotropic element, which radiates uniformly in all
directions. The directivity is calculated using Eq. (10):

DIR =
jFFRP0 (�0; �0)j2

1
4�

2�R
0

�R
0
jFFRP (�; �)j2 sin �d�d�

: (10)

The Cost Function (CF) formulation is another
crucial part of the design of CDAA to obtain the
optimal radiation pattern. The CF is given in Eq. (11):

CF = W1 � jFFRP (�ms1; Ini) + FFRP (�ms2; Ini)j
jFFRP (�0; Ini)j

+W2 �

����� �Q
�=��

FFRP (�SLL Peaks; Ini)

�����
jFFRPmaxj

+W3 � [FNBWComputed�FNBW (Ini=1)] :
(11)

The mutual coupling inclusive CF is given in Eq. (12),
where the driving impedance of each element of the
array is reduced by employing the optimal feed cur-
rent excitation weights to obtain the mutual coupling
inclusive far-�eld radiation pattern synthesis.

CF = W1 � jFFRP (�ms1; Ini) + FFRP (�ms2; Ini)j
jFFRP (�0; Ini)j

+W2 �

����� �Q
�=��

FFRP (�SLL Peaks; Ini)

�����
jFFRPmaxj

+W3 � [FNBWComputed � FNBW (Ini = 1)]

+W4 �
�

1
ZD

�
; (12)

where:

ZD =
NX
n=1

0BB@
NP
i=1

Ini

Ini

1CCA: (13)

Here, W1, W2, W3, and W4 represent the weighting
factors of values 0.78, 0.5, 0.5, and 0.43; �0 is the peak
angle of � in the main beam; �ms1 and �ms2 represent
the angles of the maximum sidelobe below and above
the peak angle of the main beam, respectively; the
nith element's current excitation weight is represented
by Ini. The angular distance between the �rst two
nulls on both sides of the main beam is called FNBW.
Thus, FNBWComputed refers to the optimized FNBW
value obtained using non-uniform current excitation,

whereas FNBW (Ini = 1) represents the FNBW value
obtained by using uniform excitation to all the array
elements. The third term of the CF is considered only if
FNBWComputed > FNBW (Ini = 1) and it is applied
for the narrowing of FNBW to improve the directivity
of the radiation pattern.

The second term of the CF is included here to sup-
press the SLL value by imposing nulls on all the peaks
of side lobes of the radiation pattern. The peak values
of SLL are represented by FFRP (�SLL Peaks; Ini)
within � 2 [�� : �ms1; �ms2: : �]; jFFRPmaxj is the
maximum value of FFRP. The product term of all the

FFRP (�SLL Peaks; Ini) values is represented by
�Q

�=��
.

Hence, the CF minimization signi�es the maximum
reduction of SLL as well as FNBW value. Much re-
search has already been done for the optimal radiation
pattern synthesis of CAA using di�erent optimization
techniques [18{34]. However, in this paper, GWO
algorithm is employed to optimize the current exci-
tation weights and inter-element spacing among the
array elements of the CDAA to achieve the maximum
reduction of CF value.

4. Grey Wolf Optimization (GWO)

Grey Wolf Optimization (GWO) is a stochastic algo-
rithm that can be employed for dealing with di�erent
optimization problems without any signi�cant change
in the structure of the algorithm. The GWO [23,24]
algorithm begins with a random solution which does
not depend on the calculation of the derivative of search
spaces; therefore, it is highly suitable for real problems
with unknown derivative information. GWO is a
robust meta-heuristic optimization technique adopted
here to determine the optimal solution of the CDAA
design problem. Grey wolves live in a group and follow
a social hierarchical structure where the alpha wolves
are positioned at the top most level. All other members
of the pack follow the decisions of alpha wolves. The
position of beta wolves is after the alpha wolves in the
hierarchy. Beta wolves take part in decision-making
with the alpha wolves, reinforce the decision of alpha
wolves to the pack, and provide the feedback at its
upper level. The omega wolves belong to the lowermost
level in the hierarchy, whereas the position of delta
wolves is in the middle so as to dominate the omega
wolves but submit to alpha and beta wolves. The
social hierarchical structure of grey wolves is shown in
Figure 3.

The synthesis of CDAA by employing GWO
algorithm is presented as a 
owchart in Figure 4. The
following four steps mathematically model the GWO
algorithm:

I. Social hierarchy. The hierarchy of grey wolves
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Figure 3. Hierarchy of grey wolves.

shows that the best solutions are presented by
alpha (�), beta (�), and delta (�). The remaining
solution is omega (!).

II. Encircling the Prey. The encircling behavior is
presented as follows:

~D =
���~C: ~Xp(t)� ~X(t)

��� ; (14)

~X(t+ 1) = ~Xp(t)� ~A:( ~D); (15)

where t denotes the present iteration; ~A and ~C are

the coe�cients vectors; the position vectors of the
prey and the grey wolf are denoted by ~Xp and ~X,
respectively. The values of ~A and ~C are given in
Eq. (16):

~A = 2~a:~r1 � ~a
~C = 2:~r2

�
: (16)

~a decreases continuously from 2 to 0 with the
number of iterations; ~r1, and ~r2 are the random
vectors in the range of [0, 1].

III. Hunting. In GWO, the hunting is followed as a
hierarchical structure by alpha (�), beta (�), and
delta (�). The omega (!) wolves follow �, �, and �
wolves. Hence, �, �, and � estimate the position
of the prey and the remaining wolves take their
positions randomly around the prey.

IV. Attacking prey (exploitation). The pack of grey
wolves attack the prey when the prey stops mov-
ing. This exploitation mechanism of GWO algo-
rithm is mathematically represented by decreasing

Figure 4. Flowchart for GWO algorithm.
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the value of ~a which in turn decreases the value of
~A. The value of ~a decreases from 2 to 0 with the
iteration cycle. Now, when j ~Aj < 1, the wolves
are forced to attack the prey.

V. Searching prey (exploration). In GWO, the grey
wolves diverge from each other to search for prey
and converge to attack prey. The values of j ~Aj > 1
and j ~Aj < 1 imply that the grey wolves should
diverge from and converge to the prey, respec-
tively. Another critical parameter in GWO is ~C
that controls the exploration, and local optimum
avoidance by controlling stochastical emphasizes
(~C > 1) or deemphasizes (~C < 1) and terminates
by satisfying the end criterion.

The meta-heuristic techniques can be
broadly classi�ed into two categories, known
as single solution-based and population-based.
Single solution-based algorithm su�ers due
to the premature convergence, which averts
the algorithm to �nd the global best solution.
However, the population-based meta-heuristic
algorithms, like GWO, enjoy sharing the
information about the search space with multiple
candidate solutions so as to help the candidate
solution to jump toward the most promising part
of the search space. Another advantage of GWO
algorithm is that it can avoid local optima by
employing multiple candidate solutions, which
assist each other.

The reputation of the GWO algorithm comes from
the following reasons:

i. The hierarchical structure of grey wolves pack
helps them to remember the best solution achieved
throughout the iterations.

ii. The method of encircling the prey in GWO al-
gorithm shows a circular neighborhood around
the solution and can be expanded to a higher
dimension as a hyper-sphere.

iii. The parameters ~A and ~C in GWO algorithm help
the candidate solution have di�erent random radii
in the hyper-sphere.

iv. The hunting mechanism in GWO algorithm helps
the candidate solution to determine the probable
position of the prey.

v. The method of exploration and exploitation is
balanced by the adaptive parameter values of ~a
and ~A.

vi. The prime advantage of GWO algorithm is that
only two main parameters (~a and ~C) must be
adjusted.

Therefore, GWO can be considered as an open-
ended algorithm for solving various optimization prob-
lems.

5. Results and discussions

PSO, DE, and GWO algorithms are applied here to ob-
tain the optimal current excitation amplitude weights
and inter-element spacing for the CDAA design. The
best results are obtained through 50 trial runs for
each algorithm with their best control parameters
using MATLAB 7.5 version in Intel Core (TM) 2 duo
processor, 3.00 GHz with 3 GB RAM. The best control
parameters of di�erent algorithms are shown in Table 1.

5.1. Simulation results of Circular Dipole
Antenna Array (CDAA)

This section shows the comparison among the desired
radiation patterns (Case-I), the uncorrected radiation
patterns (Case-II), and the corrected radiation patterns
(Case-III) achieved by using parametric assimilation
technique. The values of current excitation weights
and inter-element spacing obtained from the desired
patterns are taken into account without considering the
mutual coupling e�ect for 8- and 10-element CDAA
designs by using GWO, DE, and PSO optimization
techniques and are shown here as Case-I. The uncor-
rected radiation patterns are obtained using di�erent
optimization techniques for CDAA synthesis consid-
ering the mutual coupling e�ect and are shown here
as Case-II. Case-III shows the corrected radiation pat-
terns considering the mutual coupling e�ect obtained
through parametric assimilation technique for 8- and
10-element CDAA designs using di�erent optimization
techniques.

The optimal current excitation weights and inter-
element spacing for 8-element CDAA obtained from the
GWO algorithm are shown in Table 2 and are plotted
in Figure 5.

Table 3 shows the optimal current excitation

Table 1. Control parameters using di�erent algorithms.

Parameters PSO DE GWO

Population size 100 100 100

Iteration cycle 500 500 500

~a { { 2{0

~r1 { { (0,1)

~r2 { { (0,1)

~A { { (-1,1)

~C { { (0,2)

C1; C2 1.5, 1.5 { {

�imin; �imax 0.01, 1.0 { {

Wmax;Wmin 1.0, 0.4 { {

Cr { 0.3 {

F { 0.5 {
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Table 2. Optimal current excitation amplitude weights and inter-element spacing of CDAA by using GWO algorithm.

No. of
elements

Pattern
type

Current excitation
weights

Inter-element spacing
(�)

Radius of the array
(�)

8

Case-I
0.2601 0.0010 0.1464
0.3210 0.3343 0.1460
0.2624 0.1941

0.3608 0.5837 0.7790 0.9013
0.5434 0.9025 1.3864 0.3426

0.9230

Case-II
0.8251 0.7018 0.9962
0.9964 0.4933 0.5697
0.4228 0.1669

0.3377 0.8274 0.8575
0.6306 0.8538 0.7092
0.2499 0.1895

0.7409

Case-III
0.6810 0.3621 0.9428
0.9770 0.3364 0.0026
0.7100 0.2548

0.3392 0.7676 0.8498
0.6080 0.8459 0.3283
0.4615 0.3263

0.7204

10

Case-I

0.3193 0.3452 0.2065
0.5039 0.4943 0.1454
0.2670 0.0449 0.3286
0.4785

0.6804 1.0275 1.8985 1.5756
0.5525 1.1356 1.5078 0.8023
0.8502 0.6077

1.6931

Case-II

0.1304 0.1051 0
0.0309 0.1421 0.1405
0.0606 0.1167 0.0862
0.1488

0.5772 1.0382 1.0242 1.0967
0.5705 0.5733 1.1843 1.4350
0.9970 0.6201

1.4509

Case-III
0.6563 0.6619 0.4060 0.8677
0.8310 0.3194 0.2825 0.6239
0.3901 1.0000

0.5978 1.6566 0.8421 1.7976
0.5644 1.5044 0.7707 1.2166
1.0771 0.6208

1.6946

Figure 5. Radiation patterns of 8-element CDAA using
GWO.

weights and inter-element spacing of CDAA obtained
by using DE optimization technique for 8-element
CDAA synthesis for Case-I, Case-II, and Case-III and
are plotted in Figure 6. The PSO optimization-based
results for Case-I, Case-II, and Case-III of 8-element
CDAA synthesis are shown in Table 4 and are plotted
in Figure 7.

Figure 6. Radiation patterns of 8-element CDAA using
DE.

The optimal current excitation weights and inter-
element spacing for 10-element CDAA obtained from
using GWO algorithm are shown in Table 2 and are
plotted in Figure 8.

Table 3 shows the optimal current excitation
weights and inter-element spacing of CDAA obtained
by using DE optimization technique for 10-element
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Table 3. Optimal current excitation amplitude weights and inter-element spacing of CDAA by using DE algorithm.

No. of
elements

Pattern
type

Current excitation
weights

Inter-element spacing
(�)

Radius of the array
(�)

8

Case-I
0.3660 0.3661 0.5332
0.5958 0.1739 0.3372
0.5699 0.5229

1.6299 1.3561 1.2329
0.5738 1.1707 1.5322
1.0061 0.5708

1.4439

Case-II
0.3047 0.4840 0.7751
0.9867 0.3371 0.4422
0.4067 0.6807

0.9997 0.7743 0.9042
0.5652 0.8056 0.7818
0.5848 0.4594

0.9350

Case-III
0.8251 0.7018 0.9962
0.9964 0.4933 0.5697
0.4228 0.1669

0.3377 0.8274 0.8575
0.6306 0.8538 0.7092
0.2499 0.1895

0.7409

10

Case-I

0.1304 0.1051 0
0.0309 0.1421 0.1405
0.0606 0.1167 0.0862
0.1488

0.5772 1.0382 1.0242
1.0967 0.5705 0.5733
1.1843 1.4350 0.9970
0.6201

1.4509

Case-II
0.6920 0.5679 0.5937 0.6703
0.9693 0.6014 0.3575 0.3020
0.5908 0.9718

0.6221 0.9880 0.7777
0.9934 0.6217 0.9514
0.7626 0.5980 0.7655
0.9410

1.2766

Case-III
1.0000 1.0000 1.0000 0.3819
0.8970 1.0000 0.7679 0.8899
0.7246 1.0000

0.5301 1.0603 1.3264
1.0000 0.4307 0.4408
1.5276 1.3255 1.0000
0.5904

1.4692

Figure 7. Radiation patterns of 8-element CDAA using
PSO.

CDAA synthesis for Case-I, Case-II, and Case-III and
are plotted in Figure 9.

The PSO optimization-based results for Case-I,
Case-II, and Case-III of 10-element CDAA synthesis
are shown in Table 4 and are plotted in Figure 10.

Figure 8. Radiation patterns of 10-element CDAA using
GWO.

The radiation pattern plots shown in Figures
5 to 10 using di�erent algorithms for 8- and 10-
element CDAA designs depict a signi�cant distortion
in the uncorrected pattern as plotted here in Case-II,
which is forced to become equal to the desired pattern
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Table 4. Optimal current excitation amplitude weights and inter-element spacing of CDAA by using PSO algorithm.

No. of
elements

Pattern
type

Current excitation
weights

Inter-element spacing
(�)

Radius of the
array (�)

8

Case-I
1.0000 0.6736 0.1678
1.0000 0.9088 0.6553
0.7571 1.0000

0.6341 1.0000 1.8892
0.8456 0.5693 1.1639
1.3329 1.6367

1.4438

Case-II
0.7765 0.3928 0.6069
0.8446 1.0000 0.7015
0.9321 0.3583

0.3590 0.5756 0.2494
0.7638 0.6025 0.8311
0.7809 0.3308

0.7150

Case-III
0.3047 0.4840 0.7751
0.9867 0.3371 0.4422
0.4067 0.6807

0.9997 0.7743 0.9042
0.5652 0.8056 0.7818
0.5848 0.4594

0.9350

10

Case-I

1.0000 1.0000 1.0000
0.3819 0.8970 1.0000
0.7679 0.8899 0.7246
1.0000

0.5301 1.0603 1.3264
1.0000 0.4307 0.4408
1.5276 1.3255 1.0000
0.5904

1.4692

Case-II

1.0000 0.7529 0.7519
1.0000 0.5062 1.0000
0.7501 0.7524 1.0000
0.5067

0.3170 0.9654 0.3859
0.9654 0.3185 0.3164
0.9657 0.3862 0.9650
0.3174

0.9394

Case-III

0.7081 0.2682 0.3713
0.4100 0.8800 0.9665
0.4165 0.5813 0.7494
0.5403

0.3810 0.7453 0.2668
0.3142 1.0000 0.6032
0.9706 0.5713 0.8800
0.3376

0.9660

Figure 9. Radiation patterns of 10-element CDAA using
DE.

(Case-I) by using parametric assimilation technique to
achieve the corrected radiation pattern (Case-III). The
parametric assimilation technique, with the help of
the GWO algorithm, could correct the erred radiation
pattern nearly equal to the desired pattern for 8-

Figure 10. Radiation patterns of 10-element CDAA
using PSO.

and 10-element CDAA synthesis. In all the plots of
radiation pattern for all the cases of 8- to 10-element
CDAA designs, the PSO, DE, and GWO algorithm-
based results are compared. All the plots of radiation
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Table 5. Di�erent parameters of CDAAs radiation pattern characteristic obtained by using di�erent algorithms.

No. of Elements Algorithm Pattern type SLL (dB) FNBW (deg.) Directivity (dBi)

8

GWO
Case-I {15.80 75.60 8.7662
Case-II {13.00 72.36 8.7734
Case-III {15.80 81.36 8.9311

DE
Case-I {13.33 42.12 8.2303
Case-II {12.00 59.94 8.4236
Case-III {13.00 71.64 9.0734

PSO
Case-I {12.25 41.22 9.7312
Case-II {10.92 69.12 9.2583
Case-III {12.04 60.30 8.4236

10

GWO
Case-I {14.93 44.46 9.7863
Case-II {14.51 45.90 9.1518
Case-III {14.56 40.68 9.8058

DE
Case-I {14.51 45.54 9.1518
Case-II {13.27 41.04 9.5640
Case-III {13.97 37.98 9.9306

PSO
Case-I {14.00 37.98 9.9306
Case-II {12.34 55.44 10.5066
Case-III {13.32 56.70 9.3795

pattern con�rm the superior optimizing capability of
GWO over PSO and DE.

Table 5 shows the SLL, FNBW, and directivity
values obtained by di�erent algorithms for Case-I,
Case-II, and Case-III types of 8- and 10-element CDAA
designs. The results of Table 5 show that the SLL
and FNBW values for the desired pattern and the cor-
rected pattern for both of the arrays are almost equal,
whereas the values for the uncorrected pattern di�er
signi�cantly from the desired and corrected patterns
by using di�erent algorithms for 8- and 10-element
CDAA designs. Hence, the results show that the
parametric assimilation technique performs suitably
for mutual coupling a�ected erred radiation pattern
correction nearly equal to the form of the desired
radiation pattern. The results of Table 5 show that
GWO algorithm-based results outperform the PSO and
DE algorithm-based results.

5.2. Statistical results of Circular Dipole
Antenna Array (CDAA)

Statistical parameters of the CF and the execution time
for 8- and 10-element CDAA designs of Case-I, Case-II,
and Case-III types of radiation pattern synthesis using
di�erent algorithms are shown in Table 6. The results

in Table 6 o�er a strong justi�cation for the robustness
and stability of the GWO algorithm-based design.

Table 7 shows the results of the statistical
tests achieved using independent samples to compare
whether the GWO algorithm-based results di�er signif-
icantly from the PSO and DE algorithm-based results.
Here, two-sample t-test [35] is conducted in the case
of GWO/PSO and GWO/DE algorithms to prove
the di�erence between the two algorithms based on
statistical analysis.

The authors achieved t-test values larger than
2.15, at the degree of freedom 49, signifying the
di�erence between GWO/PSO and GWO/DE algo-
rithms with a 98% con�dence level. Thus, the results
of statistical tests represent strong evidence for the
e�ciency and robustness of the GWO algorithm.

5.3. Deviation of current amplitude excitation
analysis for the synthesis of the circular
dipole antenna array

The current amplitude excitation weights achieved by
employing di�erent optimization techniques for the
synthesis of 8-element and 10-element CDAAs are not
actual values; rather, normalized current amplitude ex-
citation weights are employed here for the synthesis of
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Table 6. Statistical parameters of CF obtained by using di�erent algorithms.

No. of
elements

Algorithm Pattern
type

Minimum
CF

Maximum
CF

Mean
CF

Standard
deviation

Execution
time (min)

8

GWO
Case-I 0.3361 0.7103 0.6155 0.1159 4.0111
Case-II 0.3984 0.7638 0.6796 0.0994 4.5751
Case-III 0.3509 0.7549 0.6187 0.1293 4.7124

DE
Case-I 0.5142 0.8704 0.7855 0.1183 3.6121
Case-II 0.6311 0.9867 0.8923 0.0967 4.9747
Case-III 0.5634 0.9533 0.8140 0.1170 5.0117

PSO
Case-I 0.6984 0.9636 0.8905 0.0876 3.5712
Case-II 0.7725 1.1366 1.0179 0.1040 4.8121
Case-III 0.7393 1.1519 0.9915 0.1373 5.4907

10

GWO
Case-I 0.4542 0.8674 0.7956 0.1210 3.7124
Case-II 0.5322 0.9278 0.8173 0.1287 3.9717
Case-III 0.4855 0.8801 0.7914 0.0943 5.6619

DE
Case-I 0.6178 1.3253 0.9948 0.2407 3.7191
Case-II 0.6795 1.0521 0.9789 0.1076 4.7987
Case-III 0.6441 1.0312 0.9166 0.1292 5.9176

PSO
Case-I 0.7140 1.0791 0.9768 0.1282 4.7587
Case-II 0.8219 1.2115 1.1062 0.1080 4.8777
Case-III 0.7730 1.1518 0.9950 0.1075 5.8331

Table 7. Comparative t-test values.

No. of
elements

Pattern type Algorithm t-test value

8

Case-I GWO/PSO 13.3847
GWO/DE 8.1662

Case-II GWO/PSO 16.6280
GWO/DE 10.8455

Case-III GWO/PSO 13.9772
GWO/DE 7.9195

10

Case-I GWO/PSO 7.2682
GWO/DE 5.2285

Case-II GWO/PSO 12.1589
GWO/DE 6.8117

Case-III GWO/PSO 10.0677
GWO/DE 5.5347

far-�eld radiation patterns of 8-element and 10-element
CDAAs and can be easily implemented by using Radio
Frequency (RF) oscillators. The deviations of current
amplitude excitation analysis are given in Tables 8 and
9 to explore the e�ect of current amplitude deviation
on the far-�eld radiation pattern.

Table 8 shows the optimal radiation pattern

achieved by using the optimal current amplitude exci-
tation weights and inter-element spacing by employing
GWO algorithm for 8- and 10-element CDAA synthesis
for di�erent cases (Case-I, Case-II, and Case-III) and
the deviated radiation pattern obtained by changing
only the current amplitude excitation weights of the
optimal radiation pattern in the second decimal point
with the increment of 0.0500, keeping the inter-element
spacing unaltered as given in the optimal radiation
pattern.

Figures 11 and 12 plot the di�erent cases (Case-
I, Case-II, and Case-III) of the radiation pattern for
the results as given in Table 8 to explore the e�ect
of the deviation of the current amplitude excitation
weights for the synthesis of 8- and 10-element CDAAs
by employing the GWO algorithm. The results show
signi�cant changes in maximum SLL by increasing the
current amplitude excitation weights in the second
decimal points.

Table 9 shows the analytical results of the devi-
ation of current amplitude excitation weights achieved
by employing the GWO algorithm for di�erent cases
(Case-I, Case-II, and Case-III) of 8- and 10-element
CDAA synthesis. The table contains the deviated
radiation pattern obtained by changing the current
amplitude excitation weights at the second decimal
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Table 8. Deviation of current amplitude excitation weights analysis with the �xed inter-element spacing obtained by
using GWO algorithm for the synthesis of CDAA by increasing the current amplitude excitation in the second decimal.

No. of
elements

Pattern
type

Current
amplitude

type

Current excitation
weights

Inter element
spacing (�)

SLL
(dB)

Deviation in
SLL (dB)

8

Case-I

Optimal radiation

pattern

0.2601 0.0010 0.1464

0.3210 0.3343 0.1460

0.2624 0.1941

0.3608 0.5837 0.7790

0.9013 0.5434 0.9025

1.3864 0.3426

{15.80 6.75%

Deviated radiation

pattern

0.3101 0.0510 0.1964

0.3710 0.3843 0.1960

0.3124 0.2441

0.3608 0.5837 0.7790

0.9013 0.5434 0.9025

1.3864 0.3426

{14.80

Case-II

Optimal radiation

pattern

0.8251 0.7018 0.9962

0.9964 0.4933 0.5697

0.4228 0.1669

0.3377 0.8274 0.8575

0.6306 0.8538 0.7092

0.2499 0.1895

{13.00 2.76%

Deviated radiation

pattern

0.8751 0.7518 1.0462

1.0464 0.5433 0.6197

0.4728 0.2169

0.3377 0.8274 0.8575

0.6306 0.8538 0.7092

0.2499 0.1895

{12.65

Case-III

Optimal radiation

pattern

0.6810 0.3621 0.9428

0.9770 0.3364 0.0026

0.7100 0.2548

0.3392 0.7676 0.8498

0.6080 0.8459 0.3283

0.4615 0.3263

{15.80 5.26%

Deviated radiation

pattern

0.7310 0.4121 0.9928

1.0270 0.3864 0.0526

0.7600 0.3048

0.3392 0.7676 0.8498

0.6080 0.8459 0.3283

0.4615 0.3263

{15.01

10

Case-I

Optimal radiation

pattern

0.3193 0.3452 0.2065

0.5039 0.4943 0.1454

0.2670 0.0449 0.3286

0.4785

0.6804 1.0275 1.8985

1.5756 0.5525 1.1356

1.5078 0.8023 0.8502

0.6077

{14.93 4.99%

Deviated radiation

pattern

0.3693 0.3952 0.2565

0.5539 0.5443 0.1954

0.3170 0.0949 0.3786

0.5285

0.6804 1.0275 1.8985

1.5756 0.5525 1.1356

1.5078 0.8023 0.8502

0.6077

{14.22

Case-II

Optimal radiation

pattern

0.1304 0.1051 0

0.0309 0.1421 0.1405

0.0606 0.1167 0.0862

0.1488

0.5772 1.0382 1.0242

1.0967 0.5705 0.5733

1.1843 1.4350 0.9970

0.6201

{14.51 13.80%

Deviated radiation

pattern

0.1804 0.1551 0.0500

0.0809 0.1921 0.1905

0.1106 0.1667 0.1362

0.1988

0.5772 1.0382 1.0242

1.0967 0.5705 0.5733

1.1843 1.4350 0.9970

0.6201

{12.75

Case-III

Optimal radiation

pattern

0.6563 0.6619 0.4060

0.8677 0.8310 0.3194

0.2825 0.6239 0.3901

1.0000

0.5978 1.6566 0.8421

1.7976 0.5644 1.5044

0.7707 1.2166 1.0771

0.6208

{14.56 5.05%

Deviated radiation

pattern

0.7063 0.7119 0.4560

0.9177 0.8810 0.3694

0.3325 0.6739 0.4401

1.0500

0.5978 1.6566 0.8421

1.7976 0.5644 1.5044

0.7707 1.2166 1.0771

0.6208

{13.86
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Table 9. Deviation of current amplitude excitation weights analysis with the �xed inter-element spacing obtained by
using GWO algorithm for the synthesis of CDAA upon decreasing the current amplitude excitation in the second decimal.

No. of
elements

Pattern
type

Current
amplitude

type

Current excitation
weights

Inter element
spacing (�)

SLL
(dB)

Deviation in
SLL (dB)

8

Case-I

Optimal radiation

pattern

0.2601 0.0010 0.1464

0.3210 0.3343 0.1460

0.2624 0.1941

0.3608 0.5837 0.7790

0.9013 0.5434 0.9025

1.3864 0.3426

{15.80 7.04%

Deviated radiation

pattern

0.2101 {0.0490 0.0964

0.2710 0.2843 0.0960

0.2124 0.1441

0.3608 0.5837 0.7790

0.9013 0.5434 0.9025

1.3864 0.3426

{14.76

Case-II

Optimal radiation

pattern

0.8251 0.7018 0.9962

0.9964 0.4933 0.5697

0.4228 0.1669

0.3377 0.8274 0.8575

0.6306 0.8538 0.7092

0.2499 0.1895

{13.00 1.88%

Deviated radiation

pattern

0.7751 0.6518 0.9462

0.9464 0.4433 0.5197

0.3728 0.1169

0.3377 0.8274 0.8575

0.6306 0.8538 0.7092

0.2499 0.1895

{12.76

Case-III

Optimal radiation

pattern

0.6810 0.3621 0.9428

0.9770 0.3364 0.0026

0.7100 0.2548

0.3392 0.7676 0.8498

0.6080 0.8459 0.3283

0.4615 0.3263

{15.80 6.11%

Deviated radiation

pattern

0.6310 0.3121 0.8928

0.9270 0.2864 {0.0474

0.6600 0.2048

0.3392 0.7676 0.8498

0.6080 0.8459 0.3283

0.4615 0.3263

{14.89

10

Case-I

Optimal radiation

pattern

0.3193 0.3452 0.2065

0.5039 0.4943 0.1454

0.2670 0.0449 0.3286

0.4785

0.6804 1.0275 1.8985

1.5756 0.5525 1.1356

1.5078 0.8023 0.8502

0.6077

{14.93 4.18%

Deviated radiation

pattern

0.2693 0.2952 0.1565

0.4539 0.4443 0.0954

0.2170 {0.0051 0.2786

0.4285

0.6804 1.0275 1.8985

1.5756 0.5525 1.1356

1.5078 0.8023 0.8502

0.6077

{14.33

Case-II

Optimal radiation

pattern

0.1304 0.1051 0

0.0309 0.1421 0.1405

0.0606 0.1167 0.0862

0.1488

0.5772 1.0382 1.0242

1.0967 0.5705 0.5733

1.1843 1.4350 0.9970

0.6201

{14.51 100.41%

Deviated radiation

pattern

0.0804 0.0551 {0.0500

{0.0191 0.0921 0.0905

0.0106 0.0667 0.0362

0.0988

0.5772 1.0382 1.0242

1.0967 0.5705 0.5733

1.1843 1.4350 0.9970

0.6201

{7.24

Case-III

Optimal radiation

pattern

0.6563 0.6619 0.4060

0.8677 0.8310 0.3194

0.2825 0.6239 0.3901

1.0000

0.5978 1.6566 0.8421

1.7976 0.5644 1.5044

0.7707 1.2166 1.0771

0.6208

{14.56 1.11%

Deviated radiation

pattern

0.6063 0.6119 0.3560

0.8177 0.7810 0.2694

0.2325 0.5739 0.3401

0.9500

0.5978 1.6566 0.8421

1.7976 0.5644 1.5044

0.7707 1.2166 1.0771

0.6208

{14.40
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Figure 11. Deviation of current amplitude on radiation
patterns of 8-element CDAA.

Figure 12. Deviation of current amplitude on radiation
patterns of 10-element CDAA.

points with the decrement of 0.0500, keeping the same
inter-element spacing, as given in the optimal radiation
pattern.

Figures 13 and 14 plot di�erent cases (Case-I,
Case-II, and Case-III) of the radiation pattern for the
results as given in Table 9 to explore the e�ect of the
deviation of the current amplitude excitation weights
for the synthesis of 8-element and 10-element CDAAs
by employing the GWO algorithm. The results show
signi�cant changes in maximum SLL by changing the
current amplitude excitation weights at the second
decimal points.

5.4. Full wave simulation-based results
The GWO algorithm-based results obtained by using
parametric assimilation technique for the synthesis of
8- and 10-element CDAAs are validated in this paper
by employing the Computer Simulation Technology
Microwave Studio (CST-MS).

Figure 13. Deviation of current amplitude on radiation
patterns of 8-element CDAA.

Figure 14. Deviation of current amplitude on radiation
patterns of 10-element CDAA.

CST-MS is a widely used electromagnetic �eld
simulation software product based on Finite Integra-
tion Technique (FIT), which can be applied from a
low-frequency to high-frequency structure design.

Figures 15 and 16 show the designed half-wave
dipole antenna and its far-�eld radiation pattern for
the directivity calculation of the designed half-wave
dipole antenna, respectively. Table 10 shows the design
parameters of the half-wave dipole antenna and its
simulated results obtained from CST-MS. The current
amplitude excitation weights and the inter-element
spacing values are the same as those of the compu-
tational results obtained by using GWO algorithm and
parametric assimilation technique for the synthesis of
8- and 10-element CDAAs.

Table 10 shows the design parameters and the
simulated results for 8- and 10-element CDAA synthe-
sis by using CST-MS. The results show that the design
parameters and the resonant frequency are of the same



A. Das et al./Scientia Iranica, Transactions D: Computer Science & ... 29 (2022) 1455{1474 1469

Table 10. Design parameters and the simulated results of CDAA obtained from CST-MS.

No. of
elements

Array type Design parameters of the CDAA Simulation results of the CDAA

Parameters Values Parameters Values

8

Case-I

Length of dipole 40.85 mm Resonant frequency 3.5 GHz
Resonant frequency 3.5 GHz SLL {15.76 dB

Feeding gap of antenna 0.2042 mm Directivity 8.502 dBi
The radius of the wire 0.085 mm

Wavelength 85 mm

Case-II

Length of dipole 40.85 mm Resonant frequency 3.5 GHz
Resonant frequency 3.5 GHz SLL -12.89 dB

Feeding gap of antenna 0.2042 mm Directivity 8.133 dBi
The radius of the wire 0.085 mm

Wavelength 85 mm

Case-III

Length of dipole 40.85 mm Resonant frequency 3.5 GHz
Resonant frequency 3.5 GHz SLL {15.92 dB

Feeding gap of antenna 0.2042 mm Directivity 8.424 dBi
The radius of the wire 0.085 mm

Wavelength 85 mm

10

Case-I

Length of dipole 40.85 mm Resonant frequency 3.5 GHz
Resonant frequency 3.5 GHz SLL {15.01 dB

Feeding gap of antenna 0.2042 mm Directivity 9.525 dB
The radius of the wire 0.085 mm

Wavelength 85 mm

Case-II

Length of dipole 40.85 mm Resonant frequency 3.5 GHz
Resonant frequency 3.5 GHz SLL -14.48 dB

Feeding gap of antenna 0.2042 mm Directivity 9.461 dBi
The radius of the wire 0.085 mm

Wavelength 85 mm

Case-III

Length of dipole 40.85 mm Resonant frequency 3.5 GHz
Resonant frequency 3.5 GHz SLL -14.62 dB

Feeding gap of antenna 0.2042 mm Directivity 9.776 dBi
The radius of the wire 0.085 mm

Wavelength 85 mm

Figure 15. Designed half-wave dipole antenna.

value for all the cases of 8- and 10-element CDAA
design, whereas the SLL and directivity values are
changed for di�erent cases of 8- and 10-element CDAA
designs. The simulated results of Table 10 obtained
by using CST-MS validate the results achieved by
using GWO algorithm for the synthesis of 8- and 10-
element CDAAs through the parametric assimilation
technique.

Figure 16. The far-�eld radiation pattern of the designed
half-wave dipole antenna.

Figures 17, 18, and 19 show the far-�eld radiation
pattern of 8-element CDAA obtained by using CST-
MS for Case-I, Case-II, and Case-III, respectively. The
directivity and SLL values obtained for di�erent cases
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Figure 17. The far-�eld radiation pattern of 8-element
CDAA obtained by CST-MS for Case-I.

Figure 18. The far-�eld radiation pattern of 8-element
CDAA obtained by CST-MS for Case-II.

Figure 19. The far-�eld radiation pattern of 8-element
CDAA obtained by CST-MS for Case-III.

of 8-element CDAA design by using CST-MS are given
in Table 10.

Figure 20 shows the far-�eld radiation pattern in
a Cartesian plot for 8-element CDAA design by using
CST-MS for di�erent cases (Case-I, Case-II, and Case-
III). Figure 20 shows the maximum SLL values for

Figure 20. The far-�eld radiation pattern of 8-element
CDAA obtained by using CST-MS for di�erent cases.

Figure 21. The far-�eld radiation pattern of 10-element
CDAA obtained by CST-MS for Case-I.

Figure 22. The far-�eld radiation pattern of 10-element
CDAA obtained by CST-MS for Case-II.

Case-I, Case-II, and Case-III which validate the GWO
algorithm-based results for 8- element CDAA synthesis.

The far-�eld radiation patterns for the design
of 10- element CDAA by using CST-MS for Case-I,
Case-II, and Case-III are shown in Figures 21, 22,
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Figure 23. The far-�eld radiation pattern of 10-element
CDAA obtained by CST-MS for Case-III.

Figure 24. The far-�eld radiation pattern of 10-element
CDAA obtained by using CST-MS for di�erent cases.

and 23, respectively, to validate the GWO algorithm-
based results for the synthesis of 10-element CAA.
The directivity achieved using di�erent cases for these
designs is given in Table 10.

Figure 24 shows the Cartesian plots of the far-
�eld radiation pattern of 10-element CDAA obtained
by using CST-MS for Case-I, Case-II, and Case-III
to validate the results achieved by GWO for the
synthesis of 10-element CDAA. The maximum SLL
values achieved for the design of 10-element CDAA
of di�erent cases are given in Table 10 and they also
validate the CST-MS-based results with respect to the
results obtained through GWO for the synthesis of 10-
element CDAA.

5.5. Convergence pro�le plots of di�erent
algorithms achieved by using parametric
assimilation technique

The minimum CF values against the number of it-
eration cycles are recorded to get the convergence
pro�le. Figures 25 and 26 show the convergence
plots of the 8- and 10-element CDAA designs using
PSO, DE, and GWO algorithms for the corrected

Figure 25. Convergence pro�le of 8-element CDAA.

Figure 26. Convergence pro�le of 10-element CDAA.

radiation pattern (Case-III) synthesis achieved by using
parametric assimilation technique.

Figures 25 and 26 con�rm the excellent optimizing
capability of GWO algorithm in terms of precision
and convergence speed for 8- and 10-element CDAA
synthesis using parametric assimilation technique.

6. Conclusion

In this paper, the Grey Wolf Optimization (GWO)
technique was applied for the solution of highly
non-linear values of the current amplitude excitation
weights and inter-element spacing for the circular
dipole antenna array synthesis using the parametric
assimilation technique to correct mutual coupling af-
fected erred radiation pattern nearly equal to the form
of the desired radiation pattern. The desired pattern
was obtained without considering the mutual coupling
e�ect for the circular dipole antenna array synthesis
using di�erent optimization techniques. This study
investigated the problem of designing CDAA consid-
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ering the mutual coupling e�ect and the correction of
uncorrected erred radiation pattern using parametric
assimilation using di�erent optimization techniques.
The main objective of this work was to correct the
mutual coupling a�ected erred radiation pattern. The
results obtained by using di�erent optimization tech-
niques show that the parametric assimilation tech-
nique has an excellent prospect to be used for the
correction of the mutual coupling a�ected radiation
pattern. Some well-established algorithms including
PSO and DE optimization techniques were also applied
here to establish the superiority of GWO algorithm-
based results. The results demonstrated that GWO
algorithm yielded an improved CDAA design in terms
of the erred radiation pattern correction into the form
of the desired radiation pattern. Thus, GWO has an
excellent potential to be used as an e�cient optimizer
to design a circular dipole antenna array considering
the mutual coupling e�ect.
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