
Scientia Iranica E (2021) 28(5), 2933{2947

Sharif University of Technology
Scientia Iranica

Transactions E: Industrial Engineering
http://scientiairanica.sharif.edu

Designing a sustainable agile retail supply chain using
multi-objective optimization methods (Case study:
SAIPA Company)

E. Azizia, H. Javanshira;�, D. Jafaria;b, and S. Ebrahimnejada;c

a. Department of Industrial Engineering, South Tehran Branch, Islamic Azad University, Tehran, Iran.
b. Department of Industrial Engineering, Parand Branch, Islamic Azad University, Parand, Iran.
c. Departments of Industrial Engineering, Karaj Branch, Islamic Azad University, Karaj, Iran.

Received 11 April 2019; received in revised form 4 September 2019; accepted 23 September 2019

KEYWORDS
Supply chain;
Agility;
Sustainability;
Multi-objective
optimization.

Abstract. This paper aimed to design a sustainable agile retail supply chain using
multi-objective optimization methods. To this end, a mathematical model was presented
for the sustainable agile supply chain with �ve objectives, including \minimizing costs",
\minimizing unanswered demand", \maximizing the quality of goods purchased from
suppliers", \maximizing social responsibility or social bene�ts", and \minimizing envi-
ronmental impacts". The NSGA-II, PESA, and SPEA-II algorithms were used to solve
the proposed model, which was run in MATLAB software. After collecting data from
the SAIPA Company's supply chain, the model was solved using the three algorithms.
The results indicate that the SPEA-II algorithm produces more high quality responses,
compared to the other two algorithms. Furthermore, it is found that the SPEA-II algorithm
belongs to the Pareto front response. A decrease in environmental impacts did not a�ect
on the problem responses due to the lack of a speci�c structure in the current system.

© 2021 Sharif University of Technology. All rights reserved.

1. Introduction

At the beginning of the 21st century, the world was fac-
ing tremendous changes in all aspects, especially in the
marketing and competition for technological innovation
and customer needs. Mass markets, due to their cus-
tomers increasing demands and expectations, sought to
divide their markets. This led to major reforms in busi-
ness priorities and the strategic perspectives adopted
by organizations and enterprises. They found that
agility is essential to their survival and competitiveness.
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In addition, it was evident that no company had all
the resources required to provide all opportunities in
the market. To gain a competitive advantage in the
global market, they thus need to be synchronized with
suppliers and customers to integrate their operations
and contribute to reaching an acceptable level of agility.
This is generally referred to as an agile supply chain.
Researches have identi�ed 
exibility, adaptability, and
accountability as the main aspects of agile supply
chains. According to [1], agility consists of two main
factors: Responding to changes and turning them into
opportunities. Therefore, agility is a response to a
highly competitive and variable environment at the
enterprise level. It follows the following four basic
principles: enriching customers, controlling change and
uncertainty, enhancing human resource capabilities,
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and participating in competition [1]. Considering
that agility in an organization's supply chain directly
a�ects the production of innovative products and their
delivery to customers, it can be concluded that supply
chain agility is critical to overall competitiveness [2].

Parallel advances in the �elds of agility and supply
chain management have introduced an agile supply
chain. While agility is widely accepted as a winning
strategy for growth, it is even considered as a basis for
survival in some speci�c business environments; hence,
the establishment of an agile supply chain is raised as
a logical step for organizations [3]. According to the
existing research literature, [4] developed a conceptual
framework of an agile supply chain, in which many of
the previous research �ndings were included [4]. In
the framework presented in [4], customer satisfaction
was investigated from four perspectives, including cost,
time, performance, and stability and sustainability.

A series of conceptual approaches to supply chain
agility has been developed, which include various ref-
erences and modi�ed models [4{10]. A summary of the
previous research studies is shown in Table 1 [11{24].

A review of the previous works and an analysis
of their methods and �ndings indicated that a large
number of these articles have used questionnaires and
presented no computational model. In some other
studies in this �eld, the static conditions are assumed
to improve the performance of the enterprises, and
practically no inherent environmental uncertainty is
concerned in each organization internal and external
environment. Some traditional methods could provide
relatively acceptable results under static conditions;
otherwise, they would produce no reliable results. As
already noted, agile retail supply chain modeling has
not been examined concerning sustainability dimen-
sions, and this is a research gap. To bridge this gap,
this paper focused on the development of an agile
retail supply chain using multi-objective optimization
methods. In this regard, a multi-objective mathe-
matical model for a sustainable agile supply chain
was proposed, which was solved using metaheuristic
algorithms.

2. Mathematical modeling

Supply chain development has always been one of
the most important operational decisions in an or-
ganization, since the availability of an appropriate
supply system, in addition to reducing system costs,
accelerates the delivery and receipt of goods and thus
leads to system improvement. This e�ect becomes
more pronounced when location selection problems
are solved with the organizations strategic problems
simultaneously. The location selection for service
facilities is one of the most important dimensions in
an industrial society. Therefore, it seems advisable to

examine the location selection of facilities and supply
chain at the same time.

Considering supply chain problems, two factors
(namely cost and agility or time to prepare an order)
are of paramount importance. This becomes even
more prominent when it comes to the supply chain for
essentials. In continuation, the mathematical model of
the problem is presented to design the supply chain
problem properly in terms of integrity and agility.

The problem under study in this paper consists
of four levels, including suppliers, producers, distribu-
tors, and sales centers with limited capacity, in which
the location selection for facilities, distribution, and
delivery of goods is addressed. To solve the real-world
problems, some parameters of the model are considered
fuzzy. The proposed model was developed based on
previous studies [25,26]. The proposed model is novel
in the following aspects:

- Considering the four levels of the supply chain, store-
house for facilities, location selection for facilities
with limited capacity;

- Inventory considerations, taking sustainability di-
mensions into account, the company minimum 
ex-
ibility level is predetermined, consideration of goals
and constraints on 
exibility and agility.

In summary, and in light of these points, the following
assumptions were set for modeling:

- The model is multi-period and multi-product;
- The capacity of all facilities is limited;
- Customer demand is fuzzy;
- Retailers are attractive, and retailers with higher at-

tractiveness have a priority to send the commodities;
- Distribution places and sales centers (customers) are

potential;
- Transferring goods among retail centers is allowed.

In other words, this study assumes that, concerning
the requirements and conditions, a retailer can act
as a distribution center and send goods to other
retailers;

- The number of facilities is not prede�ned;
- All customer demands are met;
- The cost of maintenance depends upon the closing

inventory and the de�ciency is not allowed;
- The cost of transporting and transferring each prod-

uct unit from the supply centers to the production
centers is considered as the purchase price of raw
materials;

- The cost of construction centers is considered fuzzy;
- The company minimum 
exibility level is already

predetermined.
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Table 1. Summary of previous research.

Author(s) Subject Methodology Findings

Swa�ord et al. [2] An investigation of supply chain agility |
Providing key agility
enhancement factors

Gao et al. [11] Smart decision support system
Simon's
decision-making
process

System development

Swa�ord et al. [12] Supply chain agility CFAa Creating integrity and

exibility using IT

Gosling et al. [14]
Flexibility of the retail supply chain as
a determinant of supplier selection

|
Investigating the
relationship between

exibility and supplier

Ngai et al. [15]
An investigation of IT, operational and
management competencies for supply
chain agility

|
Investigating factors
a�ecting the supply
chain suitability

Moon et al. [16] Supply chain 
exibility measurement SCF
An overview of
various SCFs

Yusuf et al. [17]
Di�usion of agility and cluster
competition in oil and gas supply
chains

|
Increasing cluster and
more active levels
of agile practices

Gligor et al. [18] Supply chain agility performance Financial Ratios
Agility contributes to
cost e�ciency and
customer e�ectiveness.

Wu et al. [20]
Examining a competitive advantage
through the retail supply chain
agility under uncertainty conditions

Closed loop analysis
network process,
fuzzy decision making

Integrating process,
information and strategic
alliance for competitive
advantage and innovation

Chan et al. [21]

The study of the e�ects of strategic

exibility, manufacturing, production,
and the retail supply chain agility on
the company's performance

Structural equation
modeling

Developing a conceptual
framework and con�rming
the e�ect of structural
and strategic 
exibility
on agility

Han et al. [22]
IT 
exibility for supply
chain management

|

Presenting a research
model through combining
operational, functional and
strategic IT 
exibilities

Battistella et al. [24]
Providing business agility through
focused capabilities

|
Providing three macro
features to recon�gure
the business model

Ocampo et al. [25]

Providing a method to estimate the
e�ect of advanced manufacturing
tools on manufacturing competition
in clothing industry

Hybrid three-phased
qualitative and
quantitative method
and AMTs

Cost, 
exibility, delivery
time and environmental
protection are the main
factors a�ecting the
manufacturing competition
in the clothing industry in
Central America.

aCFA: Con�rmatory Factor Analysis
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2.1. Model indices and parameters
I Includes points with coordinates

(ci; di) and actual point sets for supply
centers (i = 1; 2; � � � ; I)

J Includes points with coordinates
(aj ; bj) and actual point sets for
production centers (j = 1; 2; � � � ; J)

K Contains points with coordinates
(xk; yk) and the potential point sets for
distribution centers (k = 1; 2; � � � ;K)

L Includes points with coordinates
(x0l; y0) and potential point sets for the
retail centers (l = 1; 2; � � � ; L)

S Set of products (s = 1; 2; � � � ; S)
V Set of vehicles
T Set of programing periods (t =

1; 2; � � � ; T )
The model parameters are listed below:
~dslt Demand for product s by retailer l

during period t
~fk Cost of establishing a distribution

center at location k
~fl Cost of establishing a retail center at

location l
B0l Maximum attractiveness of ith

customer
B1 Attractiveness index of ith customer
Bl = B0le�
d

2
+ �, where d is Euclidean

distance and � is attractiveness index
dij Distance between ith supplier and

jth producer, calculated as Euclidean
distance

djk Distance between jth producer and kth
distributor, calculated as Euclidean
distance

djj Distance between jth producer and
his storehouse, calculated as Euclidean
distance

djjk Distance between jth producer and kth
distributor, calculated as Euclidean
distance

dkl Distance between kth distributor and
ith retailer, calculated as Euclidean
distance

dkk Distance between the storehouse
of distributor kth and ith retailer,
calculated as Euclidean distance

dkkl Distance between ith retailer and
retailer i', calculated as Euclidean
distance

csij All transportation and displacement
costs for product s from supply center
i to production center j

cqsjj All transportation and displacement
costs for product s from production
center j to its storehouse

cqskk All transportation and displacement
costs for product s from the
distribution center k to its storehouse

csjk All transportation and displacement
costs for product s from production
center j to distribution center k

cqsjk All transportation and displacement
costs for product s from the storehouse
of production center j to distribution
center k

cqskl All transportation and displacement
costs for product s from the storehouse
of distribution center k to retail center
I

cskl All transportation and displacement
costs for product s from distribution
center k to retail center l

csll0 All transportation and displacement
costs for product s from retail center l
to retail chain l0

cai Delivery capacity of supply center at
location i

caj Delivery capacity of production center
at location j

cajj Capacity of production center's s
storehouse at location j

cak Delivery capacity of distributor center
at location k

cakk Distribution center's storehouse
capacity at location k

capv Capacity of vth vehicle
hsj Maintenance cost of each unit of

product s in production center's
storehouse at location j

hsk Maintenance cost of each unit of
product s in distribution center's
storehouse at location k

LDCist Cost of delay for supplier i in supplying
product s during period t

Oist Cost of ordering product s to supplier
i during period t

F0 Flexibility considered by factory or
organization

Fist Flexibility of supplier i in supplying
product s during period t

Rist Percentage of returned items s from
supplier i during period t

R0 Maximum acceptable percentage for
returned items during the programing
horizon
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�l Number of job opportunities at lth
sales center

�k Number of job opportunities at vth
distribution center

spjs The average waste generated at jth
production center to produce each unit
of product s

dpjs The average hazardous substances used
at jth production center to produce
each unit of product s

dlj The average of missed working
days resulting from damage at jth
production center to produce each unit
of product s

�w Weight factor of produced waste
(weight of the waste produced in the
objective function)

�h Weight factor of hazardous substances
(weight of hazardous substances in the
objective function)

�l Damage weighting factor (damage
weighting factor in the objective
function)

wi Weight of ith supplier

2.2. Model variables
The variables of the model are as follows:
yl If the sales center is established at site

1, its value is 1; otherwise, it is 0
yk If the distribution center is established

at site k, its value is 1; otherwise, it is
0

xsvijt The product 
ow rate required by the
product s from the supply center i to
the production center j during period
t by vehicle v

xsvjkt The product 
ow rate from the
production center j to the distribution
center k during period t by vehicle v

Qsvjjt The 
ow rate of product s from
production center j to its storehouse
during period t by vehicle v

Qsvjkt The product 
ow rate from the
storehouse of producer j to distribution
center k during period t by vehicle v

xsvklt The 
ow rate of product s from
distribution center k to customer l
during period t by vehicle v

Qsvkkt The product 
ow rate from the
distributor k to his storehouse during
period t by vehicle v

Qsvklt The 
ow rate of product s from
storehouse of distribution center k to
customer l during period t by vehicle v

xsvll0t The 
ow rate of product s from
customer l to customer l0 during period
t by vehicle v

Usjt The remaining inventory of product
s in the storehouse of the production
center j during period t

Uskt The remaining inventory of product
s in the storehouse of the distributor
center k during period t

zvijt If the vehicle v moves from the supply
center to the production center j
during period t, it is equal to 1;
otherwise, it is 0

zvjkt If the vehicle v moves from the
production center j to the distributor
center k during period t, it is equal to
1; otherwise, it is 0

zvklt If the vehicle v moves from the
distributor center k retail center l
during period t, it is equal to 1;
otherwise, it is 0

zvjjt If the vehicle v moves from the
production center j to its storehouse
during period t, it is equal to 1;
otherwise, it is 0

zvkkt If the vehicle v moves from the
distributor center k to its storehouse
during period t, it is equal to 1;
otherwise, it is 0

zjvjkt If the vehicle v moves from the
storehouse of the producer j to the
distributor center k during period t, it
is equal to 1; otherwise, it is 0

zkvklt If the vehicle v moves from the
storehouse of the distributor k to retail
center l during period t, it is equal to
1; otherwise, it is 0

zlvll0t If the vehicle v moves from the retail
center l to retail center l0 during period
t, it is equal to 1; otherwise, it is 0

qslt The unanswered demand rate for
product s at retail center l during
period t

2.3. The main structure of the model
Using the above symbols, a hybrid fuzzy integer linear
programming model is presented to develop a multi-
objective integrated logistic as follows. This model
involves both the objective function and constraints,
which are described below.

The components of the �rst objective function are
as follows:



2938 E. Azizi et al./Scientia Iranica, Transactions E: Industrial Engineering 28 (2021) 2933{2947

Facilities construction costs:X
k2K

~fkyk +
X
j2J

~fjyj : (1)

Transportation costs:X
t2T

X
v2V

0@X
s2S

X
i2I

X
j2J

csijdijx
sv
ijt

1A
+
X
s2S

X
j2J

X
k2K

(csjkdjkx
sv
jkt + cqsjkdjjkQ

sv
jkt)

+
X
s2S

X
k2K

(1�Bl)X
l2L

(cskldklx
sv
klt

+ cqskldkklQ
sv
klt) +

X
s2S

X
j2J

cqsjjdjjQ
sv
jjt

+
X
s2S

X
k2K

cqskkdkkQ
s
kkt

!
+
X
s2S

X
l2L

X
l02L

cqsll0dlll0x
sv
ll0t: (2)

Maintenance cost:X
t2T

0@X
s2S

X
j2J

hsjU
s
jt +

X
s2S

X
k2K

hskU
s
kt

1A : (3)

Cost of ordering from supplier and cost of delay:X
i2I

(1� wi)X
t2T

X
j2J

X
s2S

(oist + LDCist)
X
v2V

xsvijt: (4)

The cost components were described above separately
and the �rst objective function of the model is derived
from the sum of the above components. Thus the �rst
objective function is presented as follows:

min z1 =
X
k2K

fkyk +
X
j2J

fiyi

+
X
t2T

X
v2V

X
s2S

X
i2I

X
j2J

csijdijx
sv
ijt

+
X
s2S

X
j2J

X
k2K

(csikdikx
sv
ikt + csikqikQ

sv
ikt)

+
X
s2S

X
k2K

(1�Bl)X
l2L

(cskldklx
sv
klt

+ cqskldkklQ
sv
klt) +

X
s2S

X
j2J

cqsjjdjjQ
sv
jjt

+
X
s2S

X
k2K

cqskkdkkQ
s
kkt)

+
X
s2S

X
l2L

X
l02L

csll0dlll0x
sv
ll0t

+
X
t2T

0@X
s2S

X
j2J

hsjU
s
jt +

X
s2S

X
k2K

hskU
s
kt

1A
+
X
i2I

(1� wi)X
t2T

X
j2J

X
s2S

(Oist + LDCist)

X
v2V

xsvijt: (5)

The second objective function is that the goal is to
minimize unanswered demand.

min z2 =
X
t

X
l

X
s

qslt
~dslt
: (6)

The third objective function of the model aims to
maximize the quality of the goods purchased from
suppliers:

max z3
X
i2I

wi
X
t2T

X
j2J

X
s2S

(1�Rist)X
v2V

xsvijt: (7)

The fourth objective function is that the goal is to
maximize social responsibility or the social bene�ts,
all of which are expressed as an average value (mean
value), and weighted by their weight factors.

max z4 =
X
t2T

 X
k2K

�kyk +
X
k2L

�1yl

!
: (8)

The �fth objective function is reduction of environmen-
tal impact:

min z5 =�w
X
t2T

X
j2J

X
s2S

spjs

 X
v2V

Qsvjjt +
X
k2K

xsvjkt

!

+�h
X
t2T

X
j2J

X
s2S

spjs

 X
v2V

Qsvjjt+
X
k2K

xsvjkt

!

+�l
X
t2T

X
j2J

dlj
X
s2S

 X
v2V

Qsvjjt+
X
k2K

xsvjkt

!
:
(9)

Model constraints:
Expression (10) calculates the unanswered demand
rate:X

v

 X
k

(xsvklt +Qsvklt) +
X
l02L

xsvll0t

!
+ qslt = ~dslt

8 l; t; s: (10)

Expressions (11) to (16) are associated with the con-
straints of the product 
ow in the nodes:
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X
v

X
j

�
xsvjkt +Qsvjkt

�
=
X
v

 X
l

xsvklt +Qsvkkt

!
8 k; s; t; (11)X
v

X
i

xsvijt =
X
v

 X
k

xsvjkt +Qsvjjt

!
8 j; s; t; (12)

Usjt=
X
v

Qsvjjt+U
s
jt�1�

X
v

X
k

Qsvjkt 8 j; s; t; (13)

Usj1 =
X
v

Qsvjj1 �
X
v

X
k

Qsvjk1 8 j; s; (14)

Uskt=
X
v

Qsvkkt+U
s
kt�1�

X
v

X
k

Qsvklt 8 k; s; t;
(15)

Usk1 =
X
v

Qsvkk1 �
X
v

X
k

Qsvkl1 8 k; s: (16)

Constraints (17) and (18) ensure that the output 
ow
rate from producers and distributors storehouses is less
than the sum of the input 
ow into their storehouses:X

v

X
k

Qsvjkt �
X
v

Qsvjjt 8 j; s; t; (17)

X
v

X
l

Qsvklt �
X
v

Qsvkkt 8 k; s; t: (18)

Expressions (19) to (23) guarantee that the 
ow is only
between the points where a facility is constructed and
between the places where the total 
ow in each facility
does not exceed its capacity:X

v

X
s

X
j

xsvijt � cai 8 i; t; (19)

X
v

 X
s

X
k

xsvjkt +
X
s

Qsvjjt

!
� caj 8 j; t; (20)

X
v

 X
s

X
l

xsvklt +
X
s

Qsvkkt

!
� cakyk 8 k; t; (21)

X
s

Usjt � cajj 8 j; t; (22)

X
s

Uskt � cakkyk 8 k; t: (23)

Expressions (24) and (25) ensure that at least one of
the potential centers is active:X

k

yk � 1; (24)

X
l

yl � 1: (25)

Expressions (26) to (28) show that vehicles arriving at
the centers and storehouses have left the sites:X

v

X
i

zvijt =
X
v

zvjjt +
X
v

X
k

zvjkt 8 j; t; (26)

X
v

X
j

(zvjkt+zj
v
jkt)=

X
v

X
l

zvklt+
X
v

zvkkt 8 k; t;
(27)X

v

zvjjt =
X
v

X
k

zjvjkt 8 j; t: (28)

Expressions (29){(31) ensure that distribution centers,
markets, and customers are met by at least one vehicle:X

v

X
i

zvijt � 1 8 j; t; (29)

X
v

X
j

(zvjkt + zjvjkt) � 1 8 k; t; (30)

X
v

X
k

(zvklt + zkvklt) � 1 8 l; t: (31)

Expressions (32) to (39) guarantee that the goods are
transported by a vehicle from one center to another
only if the concerned vehicle has been driven between
the concerned sites:

xsvijt �M � zvijt 8 i; j; t; s; v; (32)

xsvjkt �M � zvjkt 8 k; j; t; s; v; (33)

xsvklt �M � zvklt 8 k; l; t; s; v; (34)

Qsvjjt �M � zvjjt 8 j; t; s; v; (35)

Qsvkkt �M � zvkkt 8 k; t; s; v; (36)

Qsvjkt �M � zjvjkt 8 k; j; t; s; v; (37)

Qsvklt �M � zkvklt 8 k; l; t; s; v; (38)

xsvll0t �M � zlvll0t 8 i; j; t; s; v: (39)

Constraint (40) ensures that the total returned items
do not exceed the maximum allowable level:X
t2T

X
i2I

Rist
X
v2V

X
i2I

xsvijt � R0
X
t2T

X
l2L

~dtls 8 s:
(40)

Constraint (41) refers to the supplier 
exibility level,
which should be higher than the level determined by
the organization or factory:
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Fist
X
v2V

X
j2J

xsvijt � F0 8 i; s; t: (41)

Constraints (42) and (43) are also logical and obvious
limitations on problem decision variables:
yl; yk 2 f0; 1g 8 l; k; (42)

xsvijt; x
sv
ikt; Q

sv
ijt; Q

sv
ikt; x

sv
klt; Q

sv
kkt; Q

sv
klt; U

s
jt; U

s
kt � 0

8 i; j; k; l; s; t: (43)

As can be observed, the proposed model has four
objectives along with fuzzy parameters. The fuzzy
model is transformed into an equivalent deterministic
model based on the Jiminez ranking method (see [27{
30]).

The �rst deterministic objective function after
defuzzi�cation:

min z1 =
X
k2K

f1
k + 2f2

k + f3
k

4
yk

+
X
l2L

f1
l + 2f2

l + f3
l

4
yl

+
X
t2T

X
v2V

0@X
s2S

X
i2I

X
j2J

csijdijx
sv
ijt

+
X
s2S

X
j2J

X
k2K

�
csjkdjkx

sv
jkt+cq

s
jkdjjkQ

sv
jkt
�

+
X
s2S

X
k2K

(1�Bl)X
l2L

(cskldklx
sv
klt

+ cqskldkklQ
sv
klt) +

X
s2S

X
j2J

cqsjjdjjQ
sv
jjt

+
X
s2S

X
k2K

cqskkdkkQ
s
kkt

!
+
X
s2S

X
l2L

X
l02L

csll0dlll0x
sv
ll0t

+
X
t2T

0@X
s2S

X
j2J

hsjU
s
jt +
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The second deterministic objective function:

min z2 =
X
t

X
l

X
s

qslt
ds1lt +2ds2lt +ds3lt

4

: (45)

The deterministic constraints:X
v

 X
k

(xsvklt +Qsvklt) +
X
l02L

xsvll0t

!
+ qslt

=�
ds1lt +ds2lt

2
+(1��)

ds2lt +ds3lt
2

8 l; t; s; (46)

X
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X
i2I
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X
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X
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xsvijt � R0
X
t2T

X
l2L

�
�
ds1lt + ds2lt

2

+(1� �)
ds2lt + ds3lt

2

�
8 s: (47)

3. Problem solving method

Regarding the existence of the strategic and oper-
ational aspects of this programming problem, the
response time and quality were opposite. Therefore, it
is necessary to strike a balance between the minimum
time and response quality. In this paper, the NSGA-II,
PESA, and SPEA-II algorithms were used to solve the
proposed model. Here an overview of these algorithms
is presented.

3.1. NSGA-II algorithm
The NSGAII algorithm is one of the most commonly
used and most powerful algorithms for solving multi-
objective optimization problems, and it has been
proven to be e�ective in solving various problems. To
solve the shortcomings of the �rst version of the bi-
objective genetic algorithm, Deb et al. [33] developed
the second version. In this modi�ed version, in addition
to the quality of the responses, the diversity of Pareto
optimal responses is also taken into account. In
this algorithm, two main criteria are considered for
responses: First, they select high quality responses,
and if there are two identical high-quality responses,
the one with greater sorting is considered. Therefore,
we must �rst solve the quality problem, and then
evaluate the ranking. The NSGA-II algorithm has two
known phases: The �rst phase uses the ranking criteria
and the concept dominance, and the second phase,
which is related to their sorting, uses the congestion
distance. In the �rst phase, the responses are sorted
and the following values are calculated: The number of
times a response is dominated and the set of responses
dominated by the current response. To estimate the
two values above, all the responses should be compared.
If some responses are not dominant, they are non-
dominant and approximate of Pareto front [27].
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3.2. SPEA and SPEA-II algorithms

Both SPEA and SPEAII algorithms are e�cient al-
gorithms, using an external archive to store the non-
dominant responses, which can be found throughout
the algorithm search. In the SPEA algorithm, there
were weaknesses in calculating positives and �tness.
There was also no secondary criterion to compare the
non-dominant responses. Thus, Zitzler et al. [34]
developed the second version of the algorithm after
addressing the weaknesses. The SPEAII algorithm acts
as follows: Creating an initial population, calculating
the �tness of each response (i.e., the sum of raw �tness
and density of each response), placing non-dominant
responses in a set through applying the problem condi-
tions, selecting the parent based on pairing competition
method, adopting mutation and combination operators
to have o�spring [28].

One of the most popular multi-objective algo-
rithms is the second version of the Pareto envelope-
based selection algorithm, in which genetic operators
are used to generating new responses. The early version
of this algorithm had some selection shortcomings.
Hence, the modi�ed version of this algorithm was
presented by Montazeri-Gh and Mahmoodi-K [29].
The algorithm works as follows: Generating the �rst
population and emptying the external archive, dividing
the space into a certain number of super-cubes contain-
ing the objective functions, archiving the non-dominant
responses according to the process, and selecting the
parent to perform the combination and the mutation.

4. Computational results

In this section, to solve the proposed model by the three
algorithms, the required data on the model parameters
were collected from SAIPA Company and the model
was solved accordingly. Regarding the collected infor-
mation, the company supply chain includes 18 suppli-
ers, 361 producers, 587 distributors, 467 retailers, 20
products, and 12 programming periods. Due to a large
number of centers in this supply chain, multivariate
decision-making methods were used to rank the centers
at di�erent levels of the supply chain. Consequently,
the centers were selected to solve the model. After
weighting the sites, the model was solved using the
above mentioned algorithms in the MATLAB software
and the results were analyzed.

4.1. Weighting
In the present study, two fuzzy AHP and fuzzy TOPSIS
methods were used to weigh the suppliers. To this
end, the assessment criteria were �rst determined, and
then the fuzzy AHP method was used to weigh them.
Finally, the fuzzy TOPSIS method was used to weigh
the sites.

First, the factors a�ecting the location-allocation
were determined based on the comments received from
some selected experts. Lawshe's validation method was
employed to determine the validity of the criteria. In
a similar vein, the comments obtained from 20 experts
were used to determine the validity of the points; the
results are shown in Table 2.

Table 2. Factors a�ecting location selection.

Factors Total number
of assessors

Number of assessors
accepting the item

CVR
ITEM

Accepted
CVR

Provision of relevant information 20 15 0.5 0.5

Response time to needs 20 16 0.6 0.5

Return to buyback time 20 16 0.6 0.5

Quality of transportation 20 17 0.7 0.5

Di�erent transportation modes 20 17 0.7 0.5

Remote communication 20 18 0.8 0.5

Cost of land 20 19 0.9 0.5

Cost of transportation 20 18 0.8 0.5

Cost of labor 20 12 0.2 0.5

Cost of freight 20 17 0.7 0.5

Availability of land 20 15 0.5 0.5

Climate 20 12 0.2 0.5

Proximity to construction unit 20 16 0.5 0.5

Location quality and reliability 20 16 0.6 0.5

Skilled labor force 20 13 0.3 0.5

Availability of labor force 20 14 0.14 0.5
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Table 3. Weight of the main and secondary factors a�ecting the location selection.

Sub-criteria Sub criteria's
weight

Criteria Criteria's
weight

Factor's
weight

Proximity to construction unit 0.30
Location 0.29

0.087
Availability of land 0.43 0.124
Availability and quality of location 0.27 0.078

Cost of land 0.46
Cost 0.31

0.142
Cost of transportation 0.27 0.083
Cost of freight 0.27 0.083

Return to buyback time 0.35
Accountability 0.21

0.073
Response time to needs 0.35 0.073
Provision of relevant information 0.30 0.063

Quality of transportation 0.44
Transportation 0.20

0.088
Remote communication 0.15 0.30
Di�erent transportation modes 0.41 0.082

It should be noted that the validity of some
criteria has not yet been con�rmed, and the �nal
criteria include the following: provision of relevant
information, response time to needs, return to buyback
time, quality of transportation, di�erent transportation
modes, distance communication, cost of land, cost
transportation, cost of freight, availability of land,
proximity to the construction site, and location quality
and reliability [30,31].

The con�rmed criteria were categorized into four
main categories (namely \cost", \location", \account-
ability", and \transportation") as major factors. After
determining the main factors and secondary factors,
the fuzzy AHP method was used to weigh them (see
Table 3).

Then, the Fuzzy TOPSIS ranking method was run
to rank the four concerned locations. To this end, the
following steps were taken respectively:

1. A questionnaire was used to collect comments and
then the table of concerned criteria was formed by
averaging the comments;

2. Then the matrix normalization step was carried
out, and a table of standard criteria is formed on
this basis;

3. The matrix was then weighted.

Finally, each location was ranked by determining the
ideal and anti-ideal options and estimating the close-
ness coe�cient. According to the weight allocated
to the SAIPA Company various supply chain levels
and from the facilities of higher priority, 10 suppliers,
50 producers, 50 distributors, and 100 retailers were

selected and the problem was solved using the three
NSGA-II, PESA, and SPEA-II algorithms.

4.2. Solving the model
As, mentioned above, the SAIPA Company supply
chain data was used to solve the model using the
algorithms. Three algorithms were used to solve the
model based on the above parameters, and the results
of the three algorithms were compared based on the
following comparative indices.

4.2.1. Comparative indices
There are numerous di�erent indices to evaluate the
quality and dispersion of multi-objective metaheuristic
algorithms. In this paper, the three indices of quality,
uniformity, and dispersion [31] were considered in
comparisons.

Quality Index (QM): This index is used to compare
the quality of the Pareto responses obtained by each
method [32]. It ranks all Pareto responses obtained
by each of the three algorithms and determines what
percentage of the �rst-level responses belongs to each
method. The greater the percentage is, the higher the
algorithm quality will be.

Uniformity Index (SM): This measure tests the
uniformity of the distribution of Pareto responses
obtained at the response boundary. This index is
de�ned as follows:PN�1

i=1 jdmean � dij
(N � 1)� dmean (48)

In the above equation, di is the Euclidean distance



E. Azizi et al./Scientia Iranica, Transactions E: Industrial Engineering 28 (2021) 2933{2947 2943

between the two adjacent non-dominant responses and
dmean represents the mean values of di.

Dispersion Index (DM): This index is used to
determine the non-dominant responses on the optimal
boundary. The index is de�ned as follows:

D =

vuut NX
i=1

max
�jjxit � yitjj�: (49)

In this equation, jjxit�yitjj shows the Euclidean distance
between the two adjacent responses xit and yit on the
optimal boundary.

In addition to the described indices, the number
of Pareto responses and runtime indices are also con-
sidered as follows:

Number of Pareto Responses (DNS): This index
contains the number of output responses for each
algorithm.

Runtime (Time): This index shows the runtime of
each repetition for the algorithms in seconds.

4.2.2. Sample problems
In the previous step, the location of the facilities was
weighted. To solve the model, some problems as the
SAIPA Company's sub-problems were developed and
the facilities of a higher priority were selected. Then,
three NSGA-II, PESA, and SPEA-II algorithms were
used to solve the selected sample problems.

4.2.3. Model solving results
In this section, the experimental problems were solved
using the three proposed algorithms and the results
were analyzed. According to the comparison index, the
results of the three algorithms are shown in Table 4.

It should be noted that I=J=K=L stands for
the number of supply centers (I), the number of
production centers (J), the number of distribution
centers (K), and the number of retail centers (L). In
all problems, the number of products, periods, and
vehicles were considered 3, 12, and 40, respectively
(Table 4, Figures 1{4).

As shown in Table 4 and Figure 1, in all cases, the
response quality generated by the SPEA-II algorithm
was higher than the other two NSGA-II and PESA
algorithms. Between the other two algorithms, the
NSGA-II had a higher potential to achieve Pareto's
responses.

Figure 1. QM comparison for the three algorithms.

Table 4. Comparison of results for the three NSGA-II, PESA and SPEA-II algorithms.

NSGA-II PESA SPEAII
Problem

size
(node)

Q
M

S
M

D
M

T
IM

E

D
N

S

Q
M

S
M

D
M

T
IM

E

D
N

S

Q
M

S
M

D
M

T
IM

E

D
N

S

10/10/20/20 27.2 0.75 2117.5 179.2 80 15.6 0.7 1131.9 81.3 29 57.2 0.89 3584.6 155.2 61
10/10/20/40 29.99 0.72 2146.9 235.9 99 10.98 0.47 1175.6 90.6 24 59.04 0.97 3595.3 259.2 85
10/10/20/60 34.93 1.67 2177.6 254.4 53 21.61 0.56 1236.8 97.8 42 43.46 1.98 3689.5 269.1 98
10/10/20/80 33.69 0.73 2298.5 286.5 67 7.12 0.71 1289.1 111.9 19 59.19 0.78 3700.3 282.5 92
10/10/20/100 35.36 0.71 2505.4 297.7 98 11.07 0.44 1353.4 173.4 30 53.57 0.92 3701.1 363.1 81
10/30/50/20 32.33 0.87 2566.9 309.4 31 24.8 0.78 1458.6 273.6 79 42.87 1.51 3703.5 471.8 89
10/30/50/40 26.13 0.64 2652.4 337.9 87 27.38 0.47 1502.8 280.1 47 46.49 1.17 3951.9 481.8 90
10/30/50/60 34.26 0.85 2820.3 363.4 45 13.88 0.62 1511.4 289.2 31 51.86 1.06 3993.2 512.4 88
10/30/50/80 35.11 0.68 2834.7 370.2 88 4.82 0.49 1598.3 306.2 38 60.07 1.04 4145.1 584.7 99
10/30/50/100 32.56 0.75 2925.8 379.2 50 7.22 0.7 1659.3 315.7 21 60.22 0.91 4197.3 595.2 51
10/50/50/20 33.35 0.98 2933.4 404.5 31 22.58 0.74 1668.1 322.6 49 44.07 1.19 4260.3 659.2 47
10/50/50/40 33.20 0.73 2977.2 449.6 42 6.47 0.64 1692.7 324.5 48 60.33 1.34 4286.7 646.0 53
10/50/50/60 29.69 0.99 2977.5 496.2 30 10.24 0.76 1722.4 354.9 51 60.06 1.01 4336.9 767.2 95
10/50/50/80 32.32 0.96 2984.9 515.8 56 17.05 0.65 1767.7 396.2 64 50.63 0.97 4375.3 790.6 72
10/50/50/100 27.48 0.78 2990.6 571.4 70 15.59 0.70 1972.7 409.7 83 56.93 1.13 4405.3 835.7 109
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Figure 2. SM comparison for the three algorithms.

Figure 3. DM comparison for the three algorithms.

Figure 4. TIME comparison for the three algorithms.

Based on Table 4 and Figure 2, the best per-
formance was found for the SPEA-II, NSGA-II, and
PESA algorithms, respectively, with regard to the
dispersion index. Furthermore, as shown in Table 4
and Figure 3, the PESA, NSGA-II, and SPEA-II,
respectively, had better performance with regard to the
uniformity index. According to the runtime index in
Table 4 and Figure 4, PESA, NSGA-II, and SPEA-II
had, respectively, the best performance.

Regarding the dispersion and uniformity indices,
in all cases, the SPEA-II algorithm had a higher
potential to search the response space and obtained
the best and near-optimal solutions.

Since the SPEA-II algorithm had the best per-
formance, in terms of quality, the Pareto front line
produced by this algorithm was presented for problem
10/50/50/100. Given that the research problem has
5 objective functions, it is not possible to plot the

Figure 5. Comparison between objective functions, and
examination of the level of quality and costs in relation to
each other.

Pareto front in a 5-dimensional space since it cannot
be imagined. Therefore, the results are plotted in pairs
in a two-dimensional space (Figure 5). Figure 5 shows
that:

- The �rst objective function had an exponential rela-
tionship with the third, fourth, and �fth objective
function, and the increase of the �rst objective
function increased the third objective function and
decreased the fourth and �fth objective function.
As the cost increased, the quality of the purchased
goods improved, and the environmental impact and
social responsibility were also reduced;

- The third objective function and the �fth objective
function were linearly related and as the third objec-
tive function increased, the �fth objective function
decreased. In other words, the improvement of the
quality of purchased goods reduces the degree of
environmental impact.

5. Conclusion

Supply chain design has always been one of the most
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important operational decisions of every organization
since the availability of the proper supply system, in
addition to reducing system costs, accelerates the deliv-
ery and receipt of goods, thereby improving the entire
system. This e�ect becomes more prominent when
the location selection problem can be examined with
the organization's strategic problems simultaneously.
Therefore, it seems desirable to choose both the loca-
tion of the facilities and the supply chain at the same
time. In supply chain problems, two factors deserve
high attention: cost and agility or time to prepare or-
ders. This becomes even more important when it comes
to the supply chain of essentials. This situation in the
business environment can cause a lot of uncertainty,
which makes decision-making extremely di�cult and
risky. Thus, the development of intelligent systems and
mathematical models in such environments is essential
for the survival and maintenance of the market. In
this paper, a mathematical model of the problem
was proposed to develop the supply chain problem
properly in terms of integrity and agility. To achieve
the research purpose, a four-objective mathematical
model with fuzzy parameters was �rst proposed. After
defuzzi�cation of the model, the PESA, NSGA-II, and
SPEA-II algorithms were used to solve the model.

To solve the proposed model, the experimental
sample problems were designed based on the SAIPA
Company's collected data. The results obtained for the
three proposed optimization algorithms were compared
in terms of quality, dispersion uniformity, and runtime
indices. The results indicated that the SPEA-II algo-
rithm had a greater potential to explore and extract
the possible responses and to achieve near-optimal
solutions. Regarding uniformity and runtime indices,
the PESA algorithm had better performance than the
NSGA-II and SPEA-II algorithms. The solution time
variations due to the increase in the size of the problem
con�rmed that the problem was NP-HARD.

The following recommendations are also put forth
for future research:

- Designing a sustainable agile closed-loop supply
chain using multi-objective optimization methods;

- Designing a sustainable agile retail supply chain us-
ing multi-objective optimization methods and expert
systems;

- Designing a sustainable agile closed-loop supply
chain using multi-objective optimization methods
and expert systems.
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