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Abstract. In this research, a combination of Cascade Organic Rankine Cycle (CORC)
and ejector refrigeration loops incorporated with the concentrating Linear Fresnel Solar
Collector (LFSC) is proposed as a pre-cooling system to reduce electricity consumption
in the Mixed Refrigerant (MR) hydrogen liquefaction process. Exergetic, exergoeconomic,
and exergoenvironmental analyses of the system over a year and on particular days were
conducted in detail. Moreover, the annual thermodynamic, economic, and Environmental
Impact (EI) performances of the proposed system were evaluated by varying the substantial
design parameters. Parametric study indicated that increasing the back pressure of a
turbine in the Low-Temperature (LT) loop would improve all of the aforementioned system
performances. Meanwhile, bi-objective optimization based on Non-dominated Sorting
Genetic Algorithm (NSGA-II) and LINMAP, TOPSIS and Shannon entropy decision-
makers were used to ascertain the optimum COPEx and economic/EI factors of the system.
According to the results, COPEx was enhanced by 10% and the cost and EI per exergy
unit of LH2 were reduced to 0.0309 $/MJ and 1.361 Pts/MJ using the TOPSIS method.

© 2021 Sharif University of Technology. All rights reserved.

1. Introduction

Integration of renewable energies, such as solar and
geothermal energies, to improve industrial processes as
well as application of sustainable energy sources are
the most e�ective ways to mitigate the environmental
contamination problems related to utility of power
plants. One of the most important and sustainable
energy sources is hydrogen (H2) energy and it is
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expected to become an energy carrier for sustainable
development in the future [1]. The gaseous state of
H2 has lower energy content by volume. This energy
content can be increased through liquefaction of H2.

Attempts have been made to design and develop
more e�ective cycles to liquefy H2 [2,3] and several
methods have been proposed to increase the cooling
e�ciency of the H2 liquefaction process; for instance,
an Mixed Refrigerant (MR) refrigeration cycle with
various refrigerants has been proposed as a pre-cooling
cycle to pre-cool H2 from 25�C to �193�C [2,4{8].
Utilizing the cold energy of Lique�ed Natural Gas
(LNG) in the regasi�cation process is another way to
pre-cool H2 [9].

The H2 liquefaction process can be integrated
with a renewable energy-driven system to reduce en-
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ergy consumption and make the process more sustain-
able [10]. In this respect, Kanoglu et al. [10] studied
three scenarios concerning the use of geothermal energy
for H2 liquefaction. They considered a binary cycle
for a geothermal power plant and a pre-cooled Linde-
Hampson cycle for the liquefaction of H2. They found
that pre-cooling H2 had a considerable energy saving
potential in the H2 liquefaction process. Gadalla et
al. [11] used a triple-e�ect absorption refrigeration cycle
as a pre-cooler in the Linde-Hampson H2 liquefaction
cycle. They investigated energy- and exergy-based
performances of the cycle by varying the major design
parameters and found that both COPEn and COPEx
decreased from 1.33 to 0.12 and 0.92 to 0.08, respec-
tively, upon an increase in the mass 
ow rate of geother-
mal water. Kanoglu et al. [12] proposed a geothermally
driven ammonia-water absorption refrigeration cycle as
a pre-cooler for the Claude H2 liquefaction cycle. In
the proposed cycle, H2 cooled down to �26:9�C. In
addition, COPEn in the absorption section and COPEx
in the entire cycle were determined as 0.162 and
0.679, respectively. Yilmaz [13] proposed a geothermal
water-ammonia absorption pre-cooler for Claude H2
liquefaction unit. The proposed system was analyzed
based on exergoeconomic concept. Moreover, the
exergoeconomic optimization procedure was conducted
to obtain the minimum cost rate for the system. The
results showed that H2 gas could be cooled down to
�30�C in the pre-cooling cycle and the unit exergetic
liquefaction cost of H2 was calculated as 9.27 $/GJ
in the optimum case. Aasadnia and Mehrpooya [14]
presented a solar-driven absorption refrigeration cycle
to enhance a pre-cooler MR refrigeration cycle, which
was coupled with Joule-Brayton cryogenic section. In
this design, some H2 streams in the pre-cooling and
cryogenic sections were cooled by the solar absorption
section. Energy, exergy, and economic analyses were
conducted for the proposed system. According to the
results, the H2 gas was cooled down to �25�C via
solar absorption section. COPEn and COPEx of the
proposed system were 0.2034 and 0.455, respectively.

In addition to absorption refrigeration cycles,
Organic Rankine Cycles (ORCs) operate at low tem-
peratures due to the low boiling point of organic 
uids.
The superiority of these cycles to produce power has
been demonstrated by several researchers [15{17]. For
this purpose, Ka�ska et al. [18] proposed an organic
Rankine-vapor compression cycle driven by geothermal
energy to pre-cool H2 gas for Claude H2 liquefaction
cycle and analyzed the proposed system using the
thermoeconomic concept. The results showed that H2
gas would enter the liquefaction cycle at about �40�C
without any additional work consumption. Moreover,
liquefaction cost was calculated as 0.995 $/(kg LH2)
and the electricity produced by itself was calculated as
0.025 $/kWh.

To the best of our knowledge and based on a sur-
vey of the mentioned literature review, a solar-driven
Cascade Organic Rankine Cycle (CORC) equipped
with ejector refrigeration loops to pre-cool H2 and
produce power simultaneously at the H2 liquefaction
plant has not been performed so far. The novelty
of this work is to design and integrate a new solar-
driven CORC equipped with ejector with an MR
cryogenic liquefaction section for the �rst time in order
to achieve a lower temperature for pre-cooling H2.
Linear Fresnel Solar Collector (LFSC) is selected to
provide the required thermal energy for CORC due to
its simpler con�guration and lower maintenance and
operation costs than parabolic trough collectors [19{
22]. The major objectives established in this work are:

� To propose a novel solar-driven H2 liquefaction
cycle;

� To demonstrate the advantages of the proposed pre-
cooler over those of other pre-coolers presented in
the literature;

� To analyze the proposed system using energy, ex-
ergy, and exergoeconomic and exergoenvironmental
concepts;

� To predict the energy- and exergy-based perfor-
mances of the system during solstices, equinoxes,
and a year;

� To study the e�ect of the major design operating
conditions on the energy- and exergy-based perfor-
mances of the cycle;

� To optimize the exergetic and cost/EI performances
of the system using an evolutionary algorithm based
on NSGA-II;

� To ascertain the �nal optimum operation of the sys-
tem using LINMAP, TOPSIS, and Shannon entropy
decision-making.

2. System description and assumptions

A schematic diagram of the proposed H2 liquefaction
plant is shown in Figure 1. The system is a combination
of three major subsystems, namely solar CORC pre-
cooling, MR cryogenics, and liquefying sections. Solar
CORC consists of an LFSC �eld, three thermal storage
tanks, and two High-Temperature (HT) and Low-
Temperature (LT) ORCs equipped with two ejector
refrigeration loops. R32 and R116 with critical temper-
atures of 78:1�C and 19:88�C [23] are used as organic
working 
uids inside HT and LT ORCs, respectively.
These zero ozone depletion potential 
uids are selected
in order to achieve temperature matching, high system
e�ciency, safety operation, and minimal environment
impact in the system [24,25].

In this section, LFSC �eld provides the required
thermal energy of CORC over a day by increasing the
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Figure 1. Process 
ow diagram of the proposed H2 liquefaction cycle.
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internal energy of Therminol VP-1 in Thermal Storage
Tank (TST). In HT cycle, the saturated R32 with a low
temperature (stream 1) is pressurized in PU1 (stream
2) and preheated (stream 3) by receiving heat from the
H2 feed stream in PRC1 (streams H1 and H2). Then,
it enters HE2 and HE1 to be superheated (streams
4 and 5) by absorbing heat from Therminol VP-1
circulating inside the stabilizing subsystems (streams
E1, E2, and E3). The stream discharged from HE1

ows into TUR1 to produce power. The expanded
stream (stream 6) then 
ows into EJC1 as a primary

ow. The pressure of the primary stream drastically
declines at the exit of nozzle and sucks the throttled
secondary 
ow leaving EVP1 (stream 12). The cooling
load produced in EVP1 by throttling a portion of
the stream discharged from Cascade Heat Exchanger
(CHE) (streams 10, 11 and 12) cools H2 (stream H3).
Then, the primary and secondary 
ows mix at constant
pressure in the mixing section of EJC1. The mixed
stream passes through the di�user section in which its
pressure increases and then, leaves EJC1 (Stream 7).
The remaining stream 
owing into CON1 (stream 9) is
cooled by a branch of H2 extracted from a stream in
the cryogenic cycle (streams H18 and H19). In the LT
cycle, the pressurized R116 (stream 16) is preheated
in PRC2 (stream 17) by absorbing the heat from the
H2 feed stream leaving EVP1 (stream H3) and then,
it is heated when passing through REG1, CHE, and
HE3 (streams 18, 19, and 20). Then, the superheated
stream 
ows into TUR2 to produce power. A portion
of the stream is extracted (stream 29) as a primary 
ow
in EJC2 and its pressure reduces at the exit of nozzle to
provide the suction region for the throttled secondary
stream from EVP2 (stream 27). The cooling capacity
produced in EVP2 is utilized for cooling H2 (streams
H4 and H5). In EJC2, the two mixed streams exit
(stream 28) and mix with the remaining 
ow leaving
TUR2 (stream 21). This stream (stream 22) is pre-
cooled in REG and turns into saturated liquid (Stream
23) by rejecting heat to H2 (stream H17) in CON2.
The cold H2 is then fed to the cryogenic cycle (stream
H6). In the MR cryogenic cycle, Ne, H2, and He with
10%, 6.5%, and 83.5% mole fractions are used as MR
which is compressed in COMs 1 to 3. Next, it 
ows
and is cooled into INCs 1 to 3 as streams N6, N8, and
N10. The high-pressure refrigerant of N1 is divided
into four streams, i.e., N1-2, N1-3, N1-4, and N1-5, and
they are cooled in REG2, REG3, REG4, and REG5,
respectively, by rejecting heat to the returned streams.
Then, they 
ow into EXPs 1 to 4 to expand to lower
temperatures and pressures and provide refrigeration
load in HEs 4 to 7 to cool H2 stream. A portion of H2
stream leaving HE4 is extracted to cool the working

uids in CON1 and CON2 and the remaining stream
is fed to the ortho-para converter 1 (streams H8 and
H9) to be converted to para-H2 with a concentration of

70%. The concentration of para-H2 increases up to 99%
passing through the ortho-para converter 2 (streams
H11 and H12). The feed stream exiting HE7 (stream
H13) is expended in EXP5 to produce a low-quality
mixture (stream H14). The liquid fraction of para-H2
is separated in SEP (stream H16) and the gas fraction
returns to the cycle.

The following assumptions are applied to simplify
the present study:

� All components operate in steady state conditions;
� Kinetic and potential energies for each component

are neglected;
� The ambient temperature and pressure are consid-

ered 25�C and 101.3 kPa, respectively;
� The pressure drops in pipes due to the frictional

losses are neglected;
� The working 
uids leaving the condenser and evap-

orator are saturated liquid and saturated vapor,
respectively;

� TST is assumed to be insulated and the unsteady
well-mixed model is used to estimate the tempera-
ture of Therminol VP-1 during a day [26];

� Ejector is modeled using the correlations based
on the one-dimensional constant pressure 
ow pre-
sented by Li et al. [27];

� All valves operate isenthalpically.

3. Energy analysis

Mass and energy balances are applied for each compo-
nent according to the assumptions made in Section 2
and the energy model of LFSC is conducted using the
relations expressed in the following section.

3.1. LFSC simulation
The desired LFSC in this work consists of many

at mirrors as the �rst re
ectors, a tubular receiver
enveloped by the vacuumed glass tube, and a parabolic
cavity as the second re
ector [28]. The total solar
energy received by LFSC is given as follows [29]:

_QSun = GBAap; (1)

where GB indicates the beam radiation falling on the
horizontal surface and Aap is the LFSC aperture area
given by [29]:

Aap = 2L
nX
i=1

w cos �n: (2)

In Eq. (2), L and w are the length and width of the
constituent mirror elements, respectively, �n is the tilt
angle of mirrors, and n is the number of mirrors.

The heat absorbed by the receiver can be obtained as
follows [29]:



F. Ahmadi Boyaghchi and A. Sohbatloo/Scientia Iranica, Transactions B: Mechanical Engineering 28 (2021) 273{290 277

S = GB
1
2� � r: (3)

Here, 
1 and 
2 indicate the refelectivity of the �rst and
second parabolic refelectors, respectively, � is the glas
envelope transitivity, � is the absorber absorptivirty,
and r is the shading factor.

The useful heat gain by Therminol VP-1 passing
through the receiver can be calculated by [29]:

_Qu = Ar
�
S � UL

C
(Tr � Ta)

�
= _mCP (Toutlet � Tinlet) : (4)

In Eq. (4), Ar is the receiver area, C is the concentra-
tion ratio, _m is the mass 
ow rate, Cp is the speci�c
heat, and T is the temperature. The indexes \r" and
\a" refer to the receiver and air, respectively. The
UL presented in Eq. (4) indicates the overall heat loss
coe�cient [29,30]:

UL=

"
1

�r;r�g
+

1
�c;g�g

+
Do;r

(�c;g�a+�r;g�a)Di;g

#�1

:
(5)

In Eq. (5), D refers to the diameter, �r;r�g is the
radiation heat transfer coe�cient between receiver and
glass, �c;g�g is the conduction heat transfer coe�cient
within glass wall, �c;g�a is the convection heat transfer
coe�cient by wind, and �r;g�a is the radiation heat
transfer coe�cient between glass and air. The afore-
mentioned heat transfer coe�cients can be calculated
using the correlations in [29,30].

The pressure loss (�Pf ) of Therminol-VP1
through the receiver tube in each LFSC segment is
determined through the subsequent equation [29]:

�Pf =
LfV 2

f �f
2Di;r

; (6)

where f is the coe�cient of friction and � is den-
sity. The 
ow coe�cients of friction for laminar and
turbulent 
ows are calculated using Eqs. (7) and (8),
respectively [29,30]:

f =
16
Ref

; (7)

f = 0:0791(Re)�0:25: (8)

3.2. Ortho-para hydrogen conversion
Hydrogen is created through a combination of two
nuclear spins of the atoms, called ortho-hydrogen
and para-hydrogen; this combination is a function of
temperature only. The nuclear spins of para-hydrogen
are antiparallel, whereas the nuclear spins of ortho-
hydrogen are parallel. At ambient temperature, the
percentage of hydrogen composition becomes nearly

75% ortho-hydrogen and 25% para-hydrogen [3]. The
equilibrium ratio of ortho-hydrogen to para-hydrogen
at the normal boiling point is 0.2%; however, non-
catalytic conversion from ortho to para has a very slow
rate. Therefore, if hydrogen liquefaction is carried
out without an ortho-para catalytic conversion, the
ortho state will have much more concentration than
its equilibrium concentration and it will be converted
spontaneously to the para state [14]. The conversion re-
action of the ortho-para conversion is set as follows [3]:

Hydrogen! para� hydrogen+Heat: (9)

4. Exergy analysis

Unlike the energy analysis, exergy analysis is a con-
venient tool to identify the type and magnitude of
thermodynamic irreversibilities and the exergy loss due
to the exergy transfer to the environment within each
component of the energy system. The exergy balance
equation for a control volume can be described as
follows [30]:

_ExQ +
X
inlet

_Exinlet = _ExW +
X
outlet

_Exoutlet + _ExD:
(10)

Here, _ExD is the total exergy destruction and _ExQ is
the exergy 
ow related to the heat transfer through the
control volume boundaries and is given below [30,31]:

_ExQ = _Q
�

1� T0

T

�
: (11)

_ExW is the exergy rate associated with the work which
is calculated as follows [30,31]:

_ExW = _W: (12)

In Eq. (10), _Ex is the stream exergy. The subscripts
\inlet" and \outlet" refer to the entering and outgoing
streams of matter and are de�ned by [30,31]:

_Ex = _m:ex; (13)

where ex is the sum of the chemical exergy and physical
exergy described as follows [30,31]:

exPh = (h� h0)� T0 (s� s0) : (14)

Here, h and s are the enthalpy and entropy. For each
stream with a temperature lower than the reference
temperature T0, the physical exergy exPh can be
divided into the thermal (exT ) and mechanical (exM )
exergy components as follows [31]:

exPh = [(h� hx)� T0 (s� sx)]P=const| {z }
exT

+ [(hx � h0)� T0 (sx � s0)]T0=const| {z }
exM

; (15)
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where the point x(T0; P ) is de�ned at the given pressure
P of each stream and the temperature T0 of the
environment.

The speci�c chemical exergy of the stream can be
calculated as follows [31]:

exch =
1
M

hX
yi
�
�0
i � �00

i
�i
; (16)

where �0
i is the chemical potential of the ith component

in the restricted dead state, �00
i is the chemical poten-

tial of the ith component in the chemical equilibrium,
yi is the molar fraction of the ith component, and M
is the molecular mass. Eq. (10) can be categorized
to fuel-product-loss exergies for each component [30].
Then, the exergy e�ciency of each component can be
determined as follows [30,31]:

�Ex =
_ExP
_ExF

: (17)

Exergoeconomic analysis is carried out to compute the
cost per unit exergy of the streams by revealing the cost
formation processes. In the present work, the Speci�c
Exergy Costing (SPECO) approach is adopted due to
its straightforward scheme and e�cient calculation [32].
The related cost balance equation for each component
of the energy system is de�ned as follows [30]:

_CQ +
X
inlet

_Cinlet + _Z =
X
outlet

_Coutlet + _CW ; (18)

where _CQ and _CW are the costs of heat transfer and
work and can be calculated as follows [30]:

_CQ = cQ: _ExQ; (19)

_CW = cW : _ExW : (20)

Here, _Cinlet and _Coutlet are the costs of entering and
exiting streams of matter containing _CPh and _Cch
parts [30]:

_C = c: _Ex: (21)

In Eqs. (19) to (21), c denotes the average costs per
unit of exergy. The _Z appears in Eq. (18) and is the
total cost rate of capital investment, which is the sum of
the cost rates associated with capital investment ( _ZCI)
and operations and maintenance ( _ZOM ). The value of
_Z is calculated as follows [30]:

_Z =
Z � '� CRF

N
: (22)

Here, Z is the purchase cost of each component
expressed in [33{36], ' is the maintenance factor (i.e.,
1.06), and CRF refers to the capital recovery factor
being expressed by [30]:

CRF =
ir(1 + ir)

N

(1 + ir)
N � 1

: (23)

In Eq. (23), ir is the interest rate (i.e., 10%) and N
refers to the system life (i.e., 25 years and 7446 working
hours per year at full capacity).

Exergy destruction cost rate for each component
can be calculated as follows [30]:

_CD = cF _ExD; (24)

where cF is the average cost per unit exergy of fuel for
each component and can be calculated as follows [30]:

cF =
_CF

_ExF
: (25)

Exergoeconomic factor (fc) and relative cost di�erence
(rc) are de�ned as follows [30]:

fc =
_Z

_Z + _CD
; (26)

rc =
cP � cF
cF

; (27)

where cP denotes the average cost per unit exergy of
the product within each component and calculated as
follows [30]:

cP =
_CP

_ExP
: (28)

The cost balance and cost rates per unit of exergy
are calculated using an additional auxiliary equation
based on Fuel-Product rules, and the cost of electricity
required for compressors is set to 0.08 $/kWh.

Exergoenvironmental analysis is a combination of
the exergy concept and Life Cycle Assessment (LCA).
LCA is used to evaluate the Environmental Impact (EI)
related to a component (Y ) over its lifetime and it is
assessed here using ECO-indicator 99 [37]. The value
of Y for each device of energy system can be calculated
using Eq. (34):

Y =
X
i

mi!i: (29)

Here, m is the mass of constituent materials of each
component and ! is the life cycle inventory associated
with the production, which can be obtained from LCA
and ECO-indicator 99 [38,39].

Meanwhile, the average EI per exergy unit (b)
associated with the production of each stream can
be calculated using the environmental balance for a
component and auxiliary equations based on the Fuel
and Product rules. The exergoenvironmental balance
for a component is formulated as follows [37]:
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_BQ +
X
inlet

_Binlet +
�

_Y + _BPF
�

=
X
outlet

_Boutlet

+ _BW : (30)

Here, _B
�

= b _Ex
�

is the EI rate associated with exergy

consisting of _BPh and _Bch parts. The EI rates asso-
ciated with heat and work transfers are calculated as
follows [37]:

_BQ = b� _ExQ; (31)

_BW = b� _W: (32)

The subscripts \inlet" and \outlet" refer to entering
and exiting streams and _Y (= Y /N) is the component-
related EI rate. _BPF is the EI of pollutant formation
within the component and it is considered only when
a chemical reaction takes place; otherwise, it is zero.
The value of EI related to the electricity is set to 27
mPts/kWh [40]. Meanwhile, to evaluate the EI of
each component, environmental variables are stated as
follows [37,41]:

bF =
_BF

_ExF
; (33)

bP =
_BP

_ExP
: (34)

In Eqs. (33) and (34), bF and bP refer to the EI per
exergy unit of the fuel and the product related to each
component, respectively.

_BD = bF _ExD; (35)

where _BD is the EI of exergy destruction rate. The
exergoenvironmental factor (fb) and the relative EI
di�erence (rb) are de�ned as follows [37,41]:

fb =
_Y

_Y + _BD
; (36)

rb =
bF � bP
bF

: (37)

5. Performance evaluation

COPEn for the proposed system is de�ned as the ratio
of cooling capacity for liquefaction of H2 to the cycle
input energies including the solar energy received by
LFSC and net consumed power by compressors. Due
to the 
uctuant nature of the solar energy, the average
annual performances are de�ned as follows:

COPEn =
_mH1hH1 + _mH16hH16

QSun + _Wnet
; (38)

_Wnet =
3X
k=1

_WCOMs�
2X
k=1

_WTURs�
5X
k=1

_WEXPs: (39)

The COPEx of the system is de�ned as the ratio of H2
thermal exergy di�erence to input exergies including
H2 mechanical exergy di�erence, exergy of the sun, and
the net power consumed by the compressors [42]:

COPEx =
_ExTH16 � _ExTH1�

_ExMH16 � _ExMH1

�
+ _ExSun + _Wnet

:
(40)

Here, _ExSun is the solar radiation exergy [43].
The product cost and EI rates of the proposed

system are de�ned by Eqs. (41) and (42):

_CP = cLH2
_ExLH2 ; (41)

_BP = bLH2
_ExLH2 : (42)

6. Multi-objective optimization

In this investigation, NSGA-II based on genetic algo-
rithm proposed by Deb et al. [44] is used for multi-
objective optimization. The 
owchart of the genetic
algorithm is given in Figure 2. In this algorithm, �rst,
various individuals (design parameters) are de�ned
casually as a primary population. According to the
conformity between the objective functions, some of
these individuals are chosen as parents to reproduce the
next generation. Amalgamation of the chromosomes
called parents to generate new population is accom-
plished by the crossover operator. Considering the
point that selecting parents in order to produce a new
generation is based on the �tness with respect to the
objective functions, the generation compatibility will

Figure 2. Genetic algorithm 
ow chart.
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be improved step by step [45,46]. In multi-objective
problems, decision-making is required to select the �nal
optimal solution from the Pareto frontier. In this
study, three recognized decision-makers called LIN-
MAP, TOPSIS, and Shannon entropy were used [47]
to ascertain the �nal solution points.

7. Validation

The combined cooling and power CORC introduced in
the solar subsystem is a developed layout of CORC
proposed by Xue et al. [24], which is composed of
only two ORCs to produce power. In the �rst step,
a mathematical model is developed using Engineering
Equation Solver (EES) software to simulate CORC
in the same given conditions expressed in [24]. As
presented in Table 1, good agreement can be observed
between the results obtained from the present work

and those reported by Xue et al. [24]. Moreover,
veri�cation of MR cryogenic subsystem modeling is
present in Table 2 by comparing the H2 temperatures
between the present outcomes and available numerical
results concluded by Sadaghiani and Mehrpooya [2].
Obviously, the results of the present study �t well with
available outcomes.

8. Results and discussion

The proposed system was comprehensively analyzed
from energy, exergy, exergoeconomic, and EI view-
points. The EES software was used to extract the
refrigerant properties and calculate the correlative
equations expressed in Section 5. Accordingly, the
input values for the main design parameters as the base
case are listed in Table 3. Meanwhile, south of Iran
with 29o 360N, 52o 320 E and annual solar irradiation

Table 1. Veri�cation of the modeling of Cascade Organic Rankine Cycle (CORC) and Mixed Refrigerant (MR) cryogenic
subsystems.

CORC subsystem
Parameter Xue et al. [24] Present work Di�erence (%)

Total output power, _W (kW) 1776.44 1870 5.2
Energy e�ciency, �En (%) 25.64 25.82 0.7
Exergetic e�ciency, �Ex (%) 31.02 32.3 4.12

MR cryogenic subsystem

Parameter Sadaghiani and
Mehrpooya [2]

Present work Di�erence (%)

TH9 (�C) {195 {195 0
TH10 (�C) {220 {224 1.8
TH11 (�C) {240 {239.7 0.1
TH13 (�C) {253 {252.5 0.2

Table 2. The results obtained at the design point.

Performance Value

Net consumed power, _W (kWh) 10:26a

Energetic coe�cient of performance, COPEn 0.05
Exergetic coe�cient of performance, COPEx 0.10
Cost rate of LH2, _CLH2 ($/s) 2.197
EI rate of LH2, _BLH2 (Pts/s) 87.20
Mass 
ow rate of LH2, _mLH2 (kg/s) 0.473 99% Para H2

Cost per unit exergy of LH2, cLH2 ($/MJ) 0.0363
EI per unit exergy of LH2, bLH2 (Pts/MJ) 1.44
Cost of LH2, CLH2 ($/kg LH2) 4.65
EI of LH2, BLH2 (Pts/kg LH2) 184.4
Temperature of pre-cooled H2, TH6 (�C) �148:8b,c,d,e

a 25.65% improvement compared with the results reported in [13];
b 121.9�C lower than that obtained in [12]; c 123.8�C lower than that obtained in [14];
d 108.8�C lower than that obtained in [18]; e 118.8�C lower than that obtained in [13].



F. Ahmadi Boyaghchi and A. Sohbatloo/Scientia Iranica, Transactions B: Mechanical Engineering 28 (2021) 273{290 281

Table 3. Input values of the main parameters for simulation of the proposed system [2,24,29].

Parameter Value Parameter Value

Stabilizer subsystem CORC subsystem

L (m) 32.5 P5 (kPa) 2000

w (m) 0.5 P20 (kPa) 1532

Number of modules 15 P6 (kPa) 1300


 0.93 P21 (kPa) 60

� 0.95 P29 (kPa) 735.5

� 0.95 PE (kPa) 101.325

r 0.98 P28 (kPa) 60

_mLFSC (kg/s) 20 P27 (kPa) 35

PS3 (kPa) 500 _m1 (kg/s) 2

H2 Line _mLT (kg/s) 11.32

PH1 (kPa) 2009 _mE (kg/s) 20

TH1 (�C) 27 �is;PU (%) 95

_mH1 (kg/s) 0.517 �is;TUR (%) 85

_mH17 (kg/s) 9

MR cryogenic subsystem

TN1 (�C) 25 PN2�2 (kPa) 119.6

PN1 (kPa) 1005 TM1 (�C) 25

_mN1�2 (kg/s) 21 PM1 (kPa) 101

_mN1�3 (kg/s) 2 �is;COM (%) 90

_mN1�4 (kg/s) 2 �is;EXP (%) 85

_mN1�5 (kg/s) 2

of 5.64 (kWh/m2.day) was considered for simulation of
the system.

According to the results, COPEn and COPEx
of the proposed system were calculated as 0.05 and
0.1, respectively. The reason for the small value of
COPEn is the low quality of solar energy as a source
reservoir. Since the exergy of solar energy is lower than
its energy, the value of COPEx was estimated greater
than COPEn. As can be observed, the net consumed
power to produce 0.473 kg LH2 was about 10.26 kWh,
showing a nearly 25.65% improvement compared with
the geothermally driven H2 liquefaction proposed by
Yilmaz [13]. Meanwhile, the cost and EI of LH2
were calculated as 4.65 $/kg LH2 and 184.4 Pts/kg
LH2, respectively. It was found that the temperature
of pre-cooled H2 leaving the solar CORC reached
about�148:8�C, which was 121:9�C, 123:8�C, 108:8�C,
and 118:8�C lower than those expressed in [12{14,18],
respectively. Therefore, the proposed solar pre-cooler

is more e�ective than renewable-based pre-coolers pre-
sented in the literature.

Table 4 indicates the results of the thermo-
dynamic, economic, and EI analyses of the major
components of the proposed system. It was found
that the highest exergy destruction rate belonged to
EXP1, which contributed 16.18% of the total exergy
destruction rate of the proposed system. REG3 yielded
the maximum exergy e�ciency of 99.73%. The in�nite
values of rc and rb for LFSC showed the highest poten-
tial of the cost and EI reductions of this component.
Moreover, the low values of fc and fb imply that the
amount of the exergy destruction associated with cost
and EI rate would hold dominance over investment
expenditures and EI-related component rates. There-
fore, replacing the components with more e�ective
and expensive ones could improve the exergoeconomic
and exergoenvironmental performances of the system.
Meanwhile, the highest fc and fb with a value of 100
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Table 4. Results of exergy, exergoeconomic, and exergoenvironmental analyses for major components.

Components Exergetic
analysis

Exergoeconomic analysis Exergoenvironmental analysis

_ExD
(kW)

�Ex
(%)

_Z
($/h)

cF
($/GJ)

cP
($/GJ)

_CD
($/h)

_Z + _C
($/h)

rc
fc

(%)

_Y
(Pts/s)

_BD
(Pts/s)

_YD + _BD
(Pts/s)

bF
(Pts/GJ)

bP
(Pts/GJ)

rb
fb

(%)

EXP1 78.34 0.6408 1657 1010 28.132 6.0923 22.04 3.13 0.6615 1860 1802 137.9 82.97 58.14 60.95 6032.0

REG2 2.58 0.8985 1010 9948 54.153 52.754 1.399 0.03 0.0150 1561 1561 82.97 81.75 0.445 98.53 5303.0

COM3 99.47 0.3735 10.3 7.50 5.7463 0.0303 5.716 93.07 5.386 420.1 29.13 12.77 2 391.0 72.81 4046.0

LFSC 100 1 0.403 0 390.3 0 390.3 100 1 22.82 0 6.536 0 22.82 20.97 3654.0

CON2 7.30 2.4970 5004 1431 4.9182 4.5592 0.359 0.01 2.497 373.3 373.3 113.8 32.55 0.020 19.88 3186.0

INC2 40.70 8.9550 10220 1026 4.0712 2.4142 1.657 12.90 10.28 814.7 709.6 945.2 83.78 105.1 10.05 2353.0

INC3 44.69 11.740 12500 981.4 3.3855 1.8725 1.513 15.60 13.91 656.1 553.7 1202 80.64 102.4 7.85 1908.0

COM1 67.76 0.0904 2368 2171 8.7872 2.8332 5.954 35.88 0.141 1128 722.9 175.6 153.9 404.6 91.71 1305.0

REG5 25.65 0.0350 1057 1021 1.7701 1.3161 0.454 0.14 0.0351 390.1 389.5 86.87 83.93 0.541 96.61 1289.0

COM2 99.85 0.0785 8.089 7.50 6.2912 0.0092 6.282 97.95 3.821 432.2 8.867 9.642 2 423.4 92.73 1232.0

CON1 12.70 4.0290 71.97 1431 1.3617 1.1887 0.173 0.01 4.03 97.35 97.34 163.7 32.55 0.000 19.88 830.7

INC1 60.75 2.5170 3864 1099 1.8519 0.7269 1.125 30.50 3.622 305.1 212.0 411.6 89.04 93.02 28.43 661.4

TST 76.34 0.7914 338.9 189.2 0.4781 0.1131 0.365 3.46 0.8198 31.73 30.63 25.89 14.23 1.099 55.81 598.0

EXP3 71.19 2.6520 3606 987.5 1.9834 05714 1.412 1.60 2.695 171.8 169.1 299.9 81.17 2.756 27.38 578.6

EXP4 69.78 2.6520 3860 1057 2.0236 0.6116 1.412 1.50 2.656 183.7 180.9 317.6 86.87 2.756 27.38 578.6

EXP2 78.56 1.5490 2515 986.6 2.6578 0.5698 2.088 2.46 1.588 172.8 168.6 209.8 81.09 4.255 39.24 577.5

HE3 10.65 0.6690 12960 7766 3.1829 2.8439 0.339 0.08 0.6695 246.1 245.9 311.4 186.5 0.184 59.92 366.2

HE6 17.45 0.2497 1234 987.5 0.4182 0.3452 0.073 0.15 0.25 102.3 102.1 101.5 81.17 0.149 80.02 349.6

Ortho para
converter2

14.93 0.0052 1438 1430 0.5759 0.4899 0.086 8.51 0.0057 47.89 43.81 35.72 35.52 4.075 99.48 342.6

Ortho para
converter1

15.10 0.0053 1439 1431 0.5697 0.4837 0.086 9.33 0.0059 43.68 39.60 32.74 32.55 4.075 99.47 338.0

HE5 25.66 0.2423 1226 986.6 0.4170 0.3100 0.107 0.13 0.2318 91.85 91.73 99.89 81.09 0.120 80.5 314.2

HE7 9.18 0.8615 1968 1057 0.3050 0.2770 0.028 0.09 0.8195 82.05 81.97 158.1 86.87 0.075 53.72 262.1

EJC1 0.00 1.7250 34480 12650 1.8811 1.8811 0.000 0.00 1.725 162.6 162.6 828.0 303.8 0.000 36.69 148.7

HE4 75.47 0.0283 1038 1010 0.7394 0.1814 0.558 2.98 0.0291 55.29 53.64 85.39 82.97 1.648 97.25 129.6

HE1 82.06 3.7480 1609 338.9 0.2206 0.0396 0.181 1.52 3.806 11.05 10.88 124.4 25.89 0.168 21.06 116.8

EJC2 0.00 2.0160 18490 61.33 0.6973 0.6973 0.000 0.00 2.016 62.71 62.71 462.1 153.3 0.000 33.16 113.7

REG4 80.57 0.0030 987.5 984.5 0.5635 0.1095 0.454 3.88 0.0031 33.71 32.4 81.17 80.91 1.307 99.7 111.2

EVP1 1.16 51.580 536400 10200 1.1177 1.1047 0.013 0.00 51.58 93.28 93.28 12580 239.3 0.001 1.90 108.3

REG3 81.46 0.0027 986.6 984 0.5095 0.0945 0.415 3.10 0.0028 28.85 27.95 81.09 80.86 0.895 99.73 96.0

was related to LFSC due to the zero values of exergy
destruction associated with cost and EI rates.

Figure 3(a) and (b) show the e�ect of solar
beam radiation on the performances of the proposed
system over solstices (21th June and 21th December)
and equinoxes (21th September and 21th March) in
the south of Iran. According to the �gures, during
the daylight, solar energy constitutes the major input
energy of the system. Therefore, the opposite trend
was observed for COPs with varying solar radiations
from sunrise to sunset. Since the solar exergy is lower
than that of energy, the proposed system gives better
exergetic performance. Based on the results, the lowest
COPEn and COPEx were calculated as 0.047 and 0.096,

respectively, at solar noon over the summer solstice
with the maximum solar beam radiation of 985.1
W/m2. Additionally, COPEn and COPEx remain
nearly constant at 0.055 and 0.11, respectively, because
the major portion of the compressors consuming power
was provided by the grid electricity. Over the studied
days, LH2 cost and EI rates varied slightly with solar
variations and were calculated as almost 87 $/s and
2.2 Pts/s, because the properties of LH2 were strongly
a�ected by the MR cryogenic subsystem and solar
subsystem had a slight in
uence on the H2 properties.

The monthly average performances of the system
are plotted in Figure 4. As solar irradiation increases,
the thermodynamic performances of the system drop
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Figure 3. Hourly variation of COPs in (a) solstices (21th
June and 21th December) and (b) equinoxes (21th
September and 21th March) for south of Iran (27�150 N,
59�300 E).

Figure 4. Monthly average performances of the proposed
system.

due to the increase of compressors required power,
although the produced power by turbines increases
(about 3.23% during the �rst �ve months). Obviously,
the maximum COPEn and COPEx were obtained as
0.05 and 0.103 with minimum solar radiations. The
tendency of slight variations occurring in EI of LH2

stands in contrast to that for COPs because as solar
radiation increases, the EI per unit of LH2 exergy
grows. The minimum EI was obtained as 184.35
Pts/(kg LH2) for February.

8.1. Parametric study
In this section, a parametric assessment is conducted to
evaluate the e�ect of the substantial design parameters,
namely TUR1 inlet pressure (P5), TUR2 inlet and
back pressures (P20 and P21), EJC2 primary pressure
(P29), LT loop mass 
ow rate ( _mLT ), H2 pressure
(PH1) COM3, and EXP1 outlet pressures (PN10 and
PN2�2) on the annual thermodynamic, economic, and
EI performances of the proposed system when the
annual irradiation is set to 5.64 kWh for the desired
place.

8.1.1. The e�ects of pre-cooling section design
parameters on the system performances

Figure 5 represents the annual performances of the
system with respect to P21. As P21 ranges from 60 kPa
to 140 kPa, the outlet temperature of TUR2 and the
inlet temperature of PU2 increase by 4.4% and 8.5%,
respectively. These increments lead to greater power
production and the reduction of the net consumed
power (nearly 4.58%). Therefore, COPEn increased
by 4.2%. It can be seen that COPEx experienced
slight improvements over COPEn because increase in
P21 reduced the total exergy destruction of the system
by 4.42%, although the produced LH2 was also reduced
by 0.47{0.46 kg/s; consequently, the thermal exergy of
LH2 decreased. Therefore, COPEx increased slightly
by 1.34%. Moreover, increase of P21 would cause the
cost and EI associated with exergy destruction of the
overall system to decrease and hence, the cost and EI
of LH2 would be reduced by 4.65{4.11 $/(kg LH2) and
184.4{176.32 Pts/(kg LH2), respectively.

In Figure 6, a 1.3 kg/s increment in the LT
loop mass 
ow rate caused a decline in the energetic
and exergetic performances of the system because the
varying mass 
ow rates decreased the inlet temperature
of TUR2 by 7.21% while the outlet temperature was

Figure 5. Variation of annual performances of the system
with P21.
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Figure 6. Variation of annual performances of the system
with _mLT .

Figure 7. Variation of annual performances of the system
with P20.

reduced by 11.12%; hence, the produced power of
TUR2 was enhanced by 2.5%. These reasons cause
the increments of consumed power and consequently,
the total exergy destruction increase. Thus, COPEn
and COPEx of the system were reduced by 1.11% and
0.34%, respectively. Due to increases of cost and EI
exergy destruction by about 10.8% and 18.45%, the
product cost and EI increased by 4.47{4.64 $/(kg LH2)
and 181.5{184.4 Pts/(kg LH2), respectively. In this
case, LH2 mass 
ow rate and the consumed power
increased slightly by 0.55% and 10.15{10.25 kWh,
respectively.

In Figure 7, the variations of system performances
with P20 are displayed. Upon an increase in the value
of P20 from 1500 kPa to 5500 kPa, the temperature of
the pre-cooled H2 in the solar subsystem was reduced
slightly from �148:8�C to �149:3�C, and the produced
power via TUR2 increased due to the increase in inlet
temperature by 7.99%, leading to the reduction of net
required power from 10.26 kWh to 10.15 kWh; hence,
the annual COPEn increased by 0.9%. Increasing
P20 has a slight positive e�ect on the total exergy
destruction of the system by 0.81%. Accordingly, the
annual COPEx was improved by about 0.76%. Besides,
with an increase in P20, the LH2 exergy was reduced
due to the slight decrement of produced LH2 (by 0.2%)
and both the total cost and EI associated with exergy

Figure 8. Variation of annual performances of the system
with PH1.

destruction increased by 8.37% and 10.3%, respectively.
Therefore, _CP;tot the was reduced by 0.07 $/s, i.e.,
0.14 $/(kg LH2), and _BP;tot deceased by 1.17 Pts/s,
i.e., 2.2 Pts/(kg LH2).

8.1.2. The e�ect of H2 pressure on the system
performances

Figure 8 depicts the in
uence of PH1 on the annual
performances of the system. As can be seen, upon an
increase in PH1 from 2000 kPa to 2850 kPa, COPEn
increased by 0.28% due to the reduction of the required
power. Moreover, the quality of LH2 increased, which
led to quality reduction and also, the reduction of
the mass 
ow rate of LH2 from 0.47 kg/s to 0.44
kg/s; consequently, the exiting thermal exergy was
reduced. On the other hand, the value of total exergy
destruction of the system increased by 1% and the
net power reduced. These reasons justify the slight
increase of COPEn by 0.28% and a decline in COPEx
by 11.42%. Obviously, both _CP;tot and _BP;tot were
reduced by about 6% due to the decrement of LH2
exergy. According to the results, increasing PH1
increased the cost and EI of LH2 by 4.64{4.68 $/(kg
LH2) and 184.4{185.7 Pts/(kg LH2), respectively.

8.1.3. The e�ects of MR refrigeration section design
parameters on the system performances

Figure 9 shows the e�ect of PN10 variation on the
performances of the system. A 35 kPa increment in
PN10 led to slight improvements in COPEn and COPEx
by 0.33% and 2.06%, respectively, because as PN10
increased, the net power was reduced by 0.368% due
to a 0.25% decrement in COM1 required power. In
addition, an increase in produced LH2 from 0.47 kg/s
to 0.48 kg/s (36 kg/h) caused the cost and EI rates
to increase by 0.5% and 1.25%, while the cost and
EI of LH2 were reduced by 0.06 $/(kg LH2) and 0.82
Pts/(kg LH2), respectively. This parameter improved
the required power of the system to about 0.44 kWh.

Figure 10 indicates the e�ect of PN2�2 on the
annual performances of the system. Increasing PN2�2
had a negative e�ect on COPEn and COPEx by 1.7%
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Figure 9. Variation of annual performances of the system
with PN10.

Figure 10. E�ects of PN2�2 on system performances.

and 8.31%, respectively, due to a decrement in the
power produced by expanders and an increment in the
total exergy destruction of the system. The variations
of the parameters considerably reduced the amount
of produced LH2 from 0.5 kg/s to 0.47 kg/s. On
the other hand, the cost and EI associated with the
exergy destruction increased by 11.27% and 8.11%,
respectively, which caused the cost and EI rates of the
system to reduce, while the produced LH2 cost and
EI increased by 4.41{4.65 $/(kg LH2) and 180.9{184.5
Pts/(kg LH2), respectively. Moreover, with an increase
in PN2�2, the value of the required power increased
from 10.04 kWh to 10.26 kWh.

8.2. Optimization results
According to the parametric study, the same trend can
be observed for cost and EI rates of the proposed sys-
tem. Hence, bi-objective optimization based on NSGA-
II was carried out to maximize COPEx (Eq. (51))
and minimize _BP (Eq. (54)). In this regard, eight
substantial design parameters with the corresponding
ranges tabulated in Table 5 were considered as the
decision variables. Meanwhile, the genetic algorithm
tuning parameters were de�ned according to the fol-
lowing values: population size 200, migration fraction
0.01, stall generations 100, crossover fraction 0.8, and
migration fraction 0.01.

Figure 11 displays the Pareto frontier solution

Table 5. E�ective design parameters with the
corresponding reasonable ranges.

Parameter Range

P29 (kPa) 740{900
_mLT (kg/s) 10{11.3
P21 (kPa) 59.5{140
P20 (kPa) 1500{5500
PH1 (kPa) 2000{2850
PN2�2 (kPa) 100{120
P5 (kPa) 1500{5050
PN10 (kPa) 1000{1035

Figure 11. The Pareto frontier optimal distribution for
COPEx and _BP for the proposed system.

obtained from the optimization, and Table 6 shows de-
tailed parameters of solution points. All points existing
in the Pareto frontier can be selected as an optimum
solution using decision-makers. As can be seen, there is
a clear trade-o� between both objectives. The following
expression which �tted with the optimized points could
provide a suitable relation between COPEx and _BP as
follows:

_BP = �0:2635� COP 3
Ex + 8:362� COP 2

Ex

�83:504� COPEx + 343:42:

The ideal and non-ideal points shown in Figure 11
obtained using the single-optimization procedure are
not located on the Pareto frontier and do not exist in
reality. The highest COPEx of the system located at
point A was estimated as 0.114. This value was equal to
that yielded at the ideal point. The worst EI rate and
consequently, the cost rate of the system also appeared
at point A with the values of 91.74 Pts/s and 2.238
$/s, respectively. These values were equal to those
obtained by single-objective optimization for the non-
ideal solution. The proposed system ensured the best
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Table 6. Bi-objective optimization results for the proposed system.

Decision
variables

Objectives

Point Decision making
method

P29

(kPa)
_mLT

(kg/s)
P21

(kPa)
P20

(kPa)
PH1

(kPa)
PN2�2

(kPa)
P5

(kPa)
PPN10

(kPa)

_BP
(Pts/s)

_Cp
($/s)

COPEx d

Optimum points
TOPSIS 850 10.01 99.89 5021 2212 100.3 4743 1035 85.79 1.948 0.11 0.3107
LINMAP 849.2 10.05 100 4897 2300 100.9 4781 1035 85.10 1.935 0.108 0.3443

Shannon entropy 834.4 10.01 99.77 5014 2300 100 4707 1032 84.87 1.927 0.108 0.3116

A 850 10.01 100 5011 2001 100 2401 1000 91.74 2.238 0.114 {
B 830.3 10.04 100 5041 2697 120 4605 1003 78.13 1.818 0.093 {

Ideal solution { { { { { { { { 78.13 1.818 0.114 0
Non-ideal solution { { { - { { { { 91.74 2.238 0.093 1

Base design 735.5 11.32 59.25 1532 2009 119.6 2000 1005 87.20 2.197 0.10 0 {

d =

qPn
j=1

�
Fj�F Idealj

�2qPn
j=1

�
Fj � F Idealj

�2 +
qPn

j=1
�
Fj � FNon�idealj

�2 : (43)

Box I

values for the EI and cost of the systems by 78.13 Pts/s
and 1.818 $/s, respectively, at point B. The optimum
EI and cost rates of the system could be owned at this
point using EI rate as the single-objective optimization.
Moreover, the lowest COPEx could be yielded by 0.093
at point B. Of note, the �nal optimum point does
not possess both maximum COPEx and minimum _BP .
Therefore, decision-making processes were applied to
determine the �nal optimum solutions using LINMAP,
TOPSIS, and Shannon entropy methods. In order to
identify the reasonable status of each �nal optimum
point from the ideal one, the deviation index (d) is
de�ned by Eq. (43) as shown in Box I [47]. Here, Fj
is the jth objective function.

According to Table 6, TOPSIS method with the
lowest value of d had the highest reliability among
all the other decision-makings. Through this method,
the maximum COPEx improvement of 10% as well as
minimum improvements on _CP and _BP with the values
of 11.33% and 1.6%, respectively, could be achieved in
comparison to the base design. As observed, Shannon
entropy method yielded the highest improvements on
_CP and _BP by 12.28% and 2.67%. As can be observed,

the �nal optimum solutions achieved by all decision-
making methods were found in the following de�ned
ranges: maximum P20, P5, and PN10; minimum _mLT ,
PH1, and PN2�2; and in the middle P29 and P21.

Table 7 lists the characteristics of LH2 for the
optimum solutions obtained using decision-makers. As

can be seen, a 7% COPEn improvement to the proposed
system was achieved employing TOPSIS and Shannon
entropy. The maximum LH2 mass 
ow rate of about
4% and the maximum improvements in EI per unit
exergy and mass 
ow rate of LH2 were obtained by
5.48% and 5.47%, respectively, using TOPSIS method.
Outcomes indicated that all decision-makers achieved
nearly the same degree of reduction in LH2 costs by
14.83%.

9. Conclusion

A H2 liquefaction system integrated with Cascade
Organic Rankine Cycle (CORC) pre-cooling assisted by
solar energy was proposed and analyzed using exergy-
and exergy-based concepts. The thermodynamic, eco-
nomic, and Environmental Impact (EI) performances
of the proposed system were assessed over the solstices,
equinoxes, and a year for south of Iran. The e�ects
of the main design parameters of CORC and Mixed
Refrigerant (MR) cryogenic subsystems on the annual
performances of the system were examined. Given
the same trend for the cost and EI rates of the
system with varying design parameters, the exergetic
and EI performances of the system were considered
as con
icting objectives in the multi-objective opti-
mization procedure. The optimal solution points were
collected as Pareto frontier in which the best solution
points were ascertained from exergy and environmental
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Table 7. LH2 characteristics for the �nal optimum solutions.

Decision making method

Parameter Base
design

Shannon
solution

LINMAP
solution

TOPSIS
solution

COPEn 0.05 0.0523 0.0523 0.054
Mass 
ow rate of LH2, _mLH2 (kg/s) 0.473 0.4861 0.4866 0.4919
Cost per unit exergy of LH2, cLH2 ($/MJ) 0.0363 0.0310 0.0309 0.0309
EI per unit exergy of LH2, bLH2 (Pts/MJ) 1.44 1.363 1.362 1.361
Consumed power, _W (kWh) 10.26 9.52 9.5 9.5
Cost per mass 
ow rate of LH2, CLH2 ($/kg LH2) 4.65 3.96 3.96 3.96
EI per mass 
ow rate of LH2, BLH2 (Pts/kg LH2) 184.4 174.61 174.35 174.3

points using LINMAP, TOPSIS, and Shannon entropy
decision-makers. The major conclusions of this study
may be summarized as follows:

� The average pre-cooled temperature of H2 in solar
CORC reached up to �148:8�C, i.e., 108:8�C im-
provement compared with the lowest value reported
in the literature;

� In the given design conditions, COPEn and COPEx
were obtained as 0.05 and 0.1. The cost and EI
rates of LH2 were estimated as 0.036 $/MJ and 1.44
Pts/MJ, respectively;

� The variation tendency of COPs was the opposite of
the solar irradiation so that the maximum COPEn
and COPEx were achieved by 0.05 and 0.103, re-
spectively, for February, while the minimum EI of
LH2 was calculated by 184.35 Pts/(kg LH2) in this
month;

� Results of the parametric study revealed that in-
creasing TUR2 backpressure considerably improved
all performances of the proposed system so that
COPEn, COPEx as well as cost and EI of LH2
exergy unit might be improved by 4.2%, 1.34%,
4.44%, and 11.4%, respectively;

� According to the optimization results, TOPSIS
method yielded maximum improvements by 10%
and 5.47% for COPEx and EI of LH2, respectively,
and the highest LH2 production by 0.4919 kg/s for
the proposed H2 liquefaction system.

Nomenclature

A Area, m2

_B Environmental impact rate associated
with an exergy stream, Pts/s

b Speci�c environmental impact per unit
of exergy, Pts/kJ

C Concentration ratio

_C Cost rate associated with an exergy
stream, $/s

c Cost per unit of exergy, $/kJ
Cp Speci�c heat of 
uid, kJ/kg.K
D Diameter, m
d Deviation index
_Ex Total exergy rate, kW
ex Speci�c exergy, kJ/kg
f Coe�cient of friction
fb Exergoenvironmental factor
fc Exergoeconomic factor
GB Beam radiation falling on the

horizontal surface, kW/m2

h Speci�c enthalpy, kJ/kg
ir Interest rate, %
L Mirror length, m
M Molecular mass, kg/kmol
m Mass, kg
_m Mass 
ow rate, kg/s
N System life, year
P Pressure, kPa
_Q Heat transfer rate, kW
Re Reynolds number
r Shading factor
rb Relative environmental impact

di�erence
rc Relative cost di�erence
s Speci�c entropy, kJ/kg.K
S Absorbed solar heat, kW/m2

t Time, s
T Temperature, �C
U Overall heat transfer coe�cient,

kW/m2.K
V Velocity, m/s
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w Mirror width, m
_W Power rate, kW
y Molar fraction
Y Component-related environmental

impact, Pts
_Y Component-related environmental

impact rate, Pts/s
Z Cost associated with investment

expenditures, $
_Z Cost associated with investment

expenditures, $/s

Abbreviation

CHE Cascade Heat Exchanger
CON Condenser
CORC Cascade Organic Rankine Cycle
CRF Capital Recovery Factor
EI Environmental Impact
EJC Ejector
EVP Evaporator
H2 Hydrogen
HE Heat exchanger
HT High temperature
LCA Life Cycle Assessment
LFSC Linear Fresnel Solar Collector
LH2 Lique�ed Hydrogen
LT Low Temperature
MR Mixed Refrigerant
ORC Organic Rankine Cycle
PRC Pre-Cooler Heat Exchanger
PU Pump
REG Regenerator
SPECO Speci�c Exergy Costing
TST Thermal Storage Tank
TUR Turbine
TV Throttling Valve

Subscript

0 Dead state
a Air
amb Ambient
ap Aperture
D Destruction
En Energy
Ex Exergy
f Fluid
F Fuel
g Glass cover

i Inner
inlet Inlet
L Loss
net Net
outlet Outlet
P Product
Q Heat transfer
r Receiver
sun Sun
u Useful
w Power

Superscript

ch Chemical
CI Capital Investment
M Mechanical
OM Operations and Maintenance
PF Pollutant Formation
Ph Physical
T Thermal

Greek letter

� Absorptivity

 Re
ectivity
� Density, kg/m3

� Transitivity
� E�ciency, %
� Tilt angle, �
' Maintenance factor
! Life cycle inventory associated with

the production, Pts/kg
� Heat transfer coe�cient, kW/m2 K

�0 Chemical potential in the restricted
dead state, kJ/mol

�00 Chemical potential in the chemical
equilibrium, kJ/mol
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