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Abstract. Using multivariate control chart instead of univariate control chart for all
variables in processes provides more time and labor advantages that are of signi�cance
in the relations among variables. However, the statistical calculation of the measured
values for all variables is regarded as a single value in the control chart. Therefore, it is
necessary to determine which variable(s) are the cause of the out-of-control signal. E�ective
corrective measures can only be developed when the causes of the fault(s) are correctly
determined. The present study was aimed at determining the machine learning techniques
that could accurately estimate the fault types. Through the Hotelling T 2 chart, out-of-
control signals were identi�ed and the types of faults a�ected by the variables were speci�ed.
Various machine learning techniques were used to compare classi�cation performances. The
developed model was employed in the evaluation of paint quality in a painting process.
Arti�cial Neural Networks (ANNs) was determined as the most successful technique in
terms of the performance criteria. The novelty of this study lies in its classi�cation of the
faults according to their types instead of those of the variables. De�ning the faults based
on their types facilitates taking e�ective and corrective measures when needed.
© 2020 Sharif University of Technology. All rights reserved.

1. Introduction

In order to survive in the competitive environment of
globalization, a company should take into consideration
both quality and price factors. In this respect, the
importance of statistical process control is felt more
than ever with increase in the complexity of processes.
The selection of the appropriate quality control charts
by the companies will be of importance in controlling
the processes and reducing variability. Generally, a
process is comprised of more than one quality variable
in real life. It is impossible to control several variables
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simultaneously while using univariate control charts.
Therefore, control charts with multiple variables such
as Hotelling T 2 [1], multivariate cumulative sum con-
trol chart [2], and multivariate exponentially weighted
moving average [3] have been developed to evaluate
multiple variables.

Multivariate control chart has an advantage. It
takes into account the relationship among variables,
thus saving time and labor. However, it cannot detect
the cause of the out-of-control signal, since all quality
variables are calculated as a single value on the control
chart and this is considered a major disadvantage. This
is why it is necessary to utilize some methods to �nd
the variables that cause out-of-control signals. In the
literature, several studies have been conducted that
employ di�erent methods and approaches to detect-
ing the cause of out-of-control signals in multivariate
processes. While some studies have focused on the
unnatural pattern recognition in control charts, others
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emphasize the mean and variance. Methods used for
detecting the variables can be divided into two cate-
gories of statistical and machine learning techniques.
The statistical methods are used to identify several
variables that cause out-of-control signals, including
discriminant analysis [4]; Mason, Young, and Tracy
(MYT) decomposition approach [5]; principal compo-
nent analysis [6]; and causation-based T 2 decompo-
sition [7]. These methods are not able to predict
unexpected new situations. To this end, it is useful
to employ machine learning techniques that can predict
the unexpected new situations by learning from the his-
torical data. Arti�cial Neural Networks (ANNs) [8,9],
Support Vector Machine (SVM) [10{12], and hybrid
methods [13{15] consider pattern recognition for de-
tecting the variables that cause out-of-control signals
in multivariable control charts. Moreover, ANNs [13{
20], SVM [21], Decision Tree (DT) [22{24], K-Nearest
Neighbor (K-NN) [25], and hybrid methods [26,27] are
mostly used in studies considering mean, variance, or
both for detecting the variable(s) that cause out-of-
control signals in multivariate control charts.

The main objective of this study is to classify
the out-of-control signals based on fault types that
occur in a multi-variable process by the most ap-
propriate machine learning techniques. To this end,
ANNs, DT, K-NN, Naive Bayes-kernel (NB-k), Multi-
Layer Perceptron (MLP), and Deep Learning (DL)
are compared, which are commonly used in real life
processes [24].

In addition, this study is novel in that it classi�es
out-of-control signals based on fault types instead of
variable types. Thus, experts determine the range of
values for variables, i.e., high, medium, and low, which
cause the fault. As the range in which the fault occurs
is determined, the corrective measures with respect to
the variables are immediately taken.

The intended model is used to determine the
process variables a�ecting the quality of paint in the
painting processes. Six di�erent machine learning tech-
niques are compared based on four performance criteria
including classi�cation accuracy, Squared Error (SE),
squared correlation (R2), and Root Mean Squared
Error (RMSE). ANNs was found the most successful
technique in detecting the fault type for a new sample
in the process.

The paper is organized as follows: the proposed
model and the methods used in the study are presented
in Section 2. The results of the application are given
in Section 3. The methods are compared in Section 4.
Finally, the study is concluded in Section 5.

2. Materials and methods

2.1. Hotelling T 2 control chart
Hotelling T 2 control charts, presented by Hotelling

(1947), are developed for simultaneous monitoring of
the associated p-dimensional quality variables of a
multivariate process [1]. This control chart is derived
by adapting T 2 statistic, a distance measure based on
normal distribution, to the graph. If X1; X2; � � � ; Xp
are p-correlated quality characteristics (variables), the
parameters are unknown, the control chart is formed
by historical sample data, and the sample size is one.
Then, T 2 is given in Eq. (1):

T 2 =
�
Xi � �X

�0 (S)�1 �Xi � �X
�
; (1)

where S is the variance-covariance matrix and �X is the
mean vector of the sample.

The Upper Control Limit (UCL) and Lower
Control Limit (LCL) are given in Eqs. (2) and (3),
respectively:

UCL =
(m� 1)2

m
��;p=2;(m�p�1)=2; (2)

LCL = 0; (3)

where m is the observation size in the historical data,
��;p=2;(m�p�1)=2 is beta distribution, and p=2 and (m�
p� 1)=2 are parameters of distribution.

2.2. Machine learning
Machine learning is a technique functioning on the
basis of logical or binary operations for modeling
a problem. It performs data analysis according to
automatic calculation procedures [28]. The techniques
are divided into supervised and unsupervised. In
supervised techniques, the class numbers and the re-
lations between the input and output are prede�ned.
However, unsupervised machine learning techniques do
not include these values.

In this study, NB-k, K-NN, DT, ANNs, MLP, and
DL classi�cation and prediction techniques are used as
subcategories of machine learning techniques.

2.2.1. Naive Bayes-kernel (NB-k) technique
NB-k is a simple classi�er based on Bayesian theorem.
It considers each class independent from others. NB-
k techniques determine the conditional probability for
the relationship between each variable and class. It is
used when the values are high. In this regard, Bayesian
theorem is presented in Eq. (4):

P (CjX) =
P (XjC) � P (C)

P (X)
; (4)

where P (CjX) is the posterior probability, P (XjC) is
the probability of X when C is given, and P (C) is the
probability of obtaining a class.

It was observed that the accuracy rates of the
Naive Bayes increased when implemented in kernel
density function [29,30].
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In kernel density function, the bandwidth is de-
termined after determining the kernel number. There
are many di�erent methods for determining the band-
width. Otherwise, bandwidth is determined according
to an expert's opinion [31].

2.2.2. K-Nearest Neighbor (KNN) technique
KNN, which was proposed in 1951, is one of the sim-
plest pattern recognition methods functioning on the
given value for k by the nearest neighbors' class. It is a
non-parametric supervised classi�cation method [32].
Unlike other supervised learning techniques, it does
not have a training phase. The classes in a dataset
are determined by the historical data. Each sample
in the dataset to be classi�ed in the test phase is
processed individually. In order to determine the class
of each sample, k, which is the number of neighbors
in an unknown sample, must be determined �rst.
The K-NNs are determined based on some distance
functions such as Euclidean, Manhattan, Mahalanobis,
and Minkowsk. Euclidean is generally preferred over
the others. In a comparative study of distance mea-
surement methods, Mahalanobis was found to have
the best performance [33]. However, in this study,
Euclidean Distance (EUD) is preferred, because it is
appropriate for the Gaussian distribution and easy to
use [34]. This function is given in Eq. (5), showing
the straight distance from p = (p1; p2; � � � ; pn) to q =
(q1; q2; � � � ; qn):

EUD(p; q) =

vuut nX
i=1

(pi � qi)2: (5)

2.2.3. Decision Tree (DT) learning technique
The DT that predicts the target variable through
di�erent input variables is a widely used classi�er
among machine learning techniques [35]. There are
three types of nodes in a tree, namely the root, non-
terminal, and leaf.

DT starts with the root node determined by
entropy criterion. The non-terminal and leaf nodes are
separated to start with the highest entropy value. The
entropy formula is shown in Eq. (6):

H(X) = �
nX
i=1

p(xi) log2 p(xi); (6)

where, X is a discrete random variable that can take n
possible values (x1 � � �xn).

The root, non-terminal, and leaf nodes represent
all training cases and their subsets. The root and
non-terminal nodes include a variable test value. The
training cases are divided into two or more subsets
according to the results of the test. The tree is pruned
by removing the branches with low statistical validity.
The obtained results of this classi�er are feasible to

understand and interpret [36]. The classi�cation rules
consist of routes, each leading from the root node to a
leaf node. In addition, the tree is more comprehensible
via the if-then rules. Therefore, it is preferred over
di�cult interpretation techniques even if it is less
successful.

2.2.4. Arti�cial Neural Networks (ANNs) technique
ANNs technique, one of the most e�ective learning
methods known today, is a robust approach to estimat-
ing a problem by learning how to interpret real-world
data [37]. ANNs is a calculation model used to simulate
the human nerve cells [38].

A network is formed by input, hidden, and output
layers. The output of each neuron is computed by the
weights of the nodes in the previous layer. Transfer
functions such as sigmoid, tangent-sigmoid (tansig),
and logarithmic-sigmoid (logsig) are applied to the
input of the hidden node to determine the results.

To train ANNs, the dataset is divided into two
parts, namely training and test data. ANNs must
be trained through some learning techniques such as
Levenberg-Marquardt backpropagation (trainlm) and
quasi-Newton backpropagation (trainbfg) to achieve
the best result. Back-Propagation Neural Networks
(BPNNs) is the most popular type among all neural
networks. BPNNs employs a supervised learning
method. The training data are randomly selected from
combinations of inputs and outputs and the data are
used for testing. A well-trained ANNs model is able to
de�ne a relationship among inputs and outputs, even
without a mathematical relationship. In case errors
reach their minimum, the process stops. Otherwise, it
is modi�ed to connection weights to obtain the desired
results.

2.2.5. Multi-Layer Perceptron (MLP)
MLP is a technique for attaining nonlinear decision
nodes. It is an ANNs structure that can be used
for classi�cation and regression. If used for classi�-
cation, the MLP can apply non-linear discriminators
and then, approximate the nonlinear functions of the
input for regression. It comprises the input, hidden,
and output layers. The input layer transmits the
inputs from the external world to the hidden layer.
Then, this information is transmitted to the next layer
when processed. There can be more than one hidden
layer. Finally, the information is sent to the output
layer [39].

2.2.6. Deep Learning (DL)
DL, beginning to function as a part in machine learning
in 2006, includes multiple hidden layers of ANNs [40].
It takes into account non-linear processing in multiple
layers and controlled or uncontrolled learning factors.
The technique operates through taking the output of
the previous layer as input [41]. It was proved to
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Figure 1. The proposed model.

be successful in solving complex structures and thus,
applicable to di�erent �elds [42]. DL can be understood
as a method for improving results and optimizing
processing times in various computations [41].

2.2.7. Performance criteria of machine learning
techniques

Di�erent techniques are compared, using several per-
formance criteria, to determine which machine learning
technique is the most appropriate for the process. In
addition to accuracy, which is the most frequently
used criterion in the literature, other criteria consid-
ered in studies are precision/recall, Receiver Operat-
ing Characteristic (ROC) curve area, SE, correlation,
etc. [43,44].

To evaluate and compare the predictions of the
performances of techniques, four performance criteria
were used in this study including accuracy, SE, squared
correlation coe�cient (R2), and RMSE. The equations
of the performance criteria are presented in Table 1.

2.2.8. Proposed model
This study aims to determine the fault types from the
historical data and determine which type of fault the
new samples coming from the process belong to. The
proposed model consists of four steps:

� Establishing a Hotelling T 2 control chart by his-
torical measurement values to identify samples that
make the process out-of-control;

� Detecting the fault types that occur in the process
and then, considering the classes according to these
fault types;

� Classifying the fault types of the sample in data set
with machine learning techniques;

� Comparing the techniques according to performance
criteria such as accuracy, SE, etc.

The architecture of the proposed model is shown in
Figure 1.

3. Results

In this study, machine learning techniques were applied
to the painting process of an automotive supplier
company, which produced chairs, door panels, and
bumper products. The paint quality of the door panel
was also analyzed. The dyed parts were dried and �xed
in a drying cabinet. The most signi�cant variables
a�ecting this process were the cabinet temperature,
pressure, and humidity.

3.1. Establishment of Hotelling T 2 control
chart

The quality of a part was determined based on the
variables and the data collected about 581 samples in
the process. The sample size was assumed on the scale
of one.

To examine the quality status of the sample
values, the Hotelling T 2 control chart was used, as
depicted in Figure 2. Each point on the control chart
embodied the values of all the sample variables, as
shown in Eq. (1). Control limits were calculated using
Eqs. (2) and (3).

In the control chart, 27 samples were out of
control. Minitab 17 was used to form the control chart.

3.2. Determination of fault types
The causes of out-of-control signals must be accurately
determined to eliminate the faults. In order to make
it easier to identify these causes, it is necessary to
determine the types of faults. To this end, the range of
values for variables was determined by quality experts
through taking into consideration the evaluated sample
data. The value ranges are presented in Table 2. The

Table 1. Performance criteria.

Criterion Equation Notation

Accuracy TP+TN
TP+TN+FP+FN 100%

TP: True Positive; TN: True Negative; FP: False Positive;
FN: False Negative sample number in the test set.

SE
Pn
i=0

�
�i � �̂l

�2
�i: Actual values; �̂l: predicted values

R2 EV=TV EV: Explained Variation; TV: Total Variation

RMSE

rPn
i=0(�i��̂l)2

n �i: Actual values; �̂l: Predicted values
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Figure 2. Hotelling T 2 control chart.

Table 2. Value ranges of variables.

Variable Low (L) Normal (N) High (H)

Temperature (�C) 19{20 20.1{21 21.1{22
Pressure (N/m2) 10{14 14.1{20 20.1{26
Humidity (%) 70{72 72.1{74 72.1{75

encountered fault types and the number of faultless
samples in the dataset were identi�ed according to the
value ranges shown in this table.

Di�erent fault types could appear in a painting
process as a result of the drying cabinet atmosphere.
The value ranges of variables and the consequent fault
types are shown in Table 3. If the pressure was kept
high and the humidity low, then the air condition of
the cabinet was not suitable for the mixture of paint.
Consequently, the painted part, which was de�ned as
Fault Type 1, would be exposed to paint sag. In
the presence of dust in the low-pressure cabinet, Fault
Type 2 occurred, which was de�ned as observing dust
on the surface of the product. If the temperature of the
cabinet was not high enough, scratches were formed
because the part was not completely dry, thus the
formation of Fault Type 3.

Samples of Fault Type 1 were the 3rd, 4th, 5th,
6th, 7th, 8th, 9th,10th, and 45th; those of Fault Type
2 were the 15th, 17th, 18th, 19th, 20th, 21st, 24th,
27th, 28th, 29th, and 33rd; and samples of Fault Type
3 were the 47th, 48th, 63rd, 79th, 524th, 564th, and
571st. Other samples of data were faultless.

In this study, unlike other studies, the root cause

was not determined only by variables and the value
ranges for the variables were also determined. For
example, not only temperature was found as a variable
causing error type 3, but also its range was determined,
which was low. By specifying the value ranges,
decisions about corrective actions could be easily made
and the process of improvement was accelerated.

3.3. Implementation of machine learning
techniques

Supervised machine learning techniques are used to
classify the process faults. NB-k, KNN, DT, NN, MLP,
and DL are classi�cation and prediction techniques for
detecting the fault class in the process dataset. Rapid
miner Studio 7.6 is also implemented to apply the
techniques.

The performance criteria described in the previ-
ous section were compared to �nd the most appropriate
technique for the dataset. In this study, the models
were tested by cross validation. Cross validation
divides the dataset into selected numbers and treats
the portions as the training data. Then, the technique
is repeated for a speci�c number of times, each time
with di�erent test data. The average of the accuracy
rates obtained at the end of each classi�cation ensures
the overall accuracy of the technique. According to the
previous studies, the number of cross validation folds
was estimated at 10 [45]. By using strati�ed-sampling,
the same rate was obtained for training and testing
each time.

3.3.1. NB-k technique
A grid application was used to determine the optimum
relationship between the number of kernels (k) and
bandwidth. Gaussian kernel function was used for
kernel number selection. Bandwidth was chosen to
minimize the Mean Squared Error (MSE). The best
accuracy was achieved with a bandwidth of 0.1 and a
kernel value of 2.

3.3.2. K-NN
The most e�ective factor in the accuracy of the K-NN
technique is the value of k. The value that maximized
the performance ratio of the technique was selected for
k. The k value has been tried for 1 to 20 times, but
only some few intermediate values are shown in Table 4.
The performance ratio did not change for values after
k = 13. The best accuracy was reached for k = 3. With

Table 3. Fault classes.

Sample number Temperature Pressure Humidity Fault class

9 N H L Fault Type 1
11 N L N Fault Type 2
7 L N N Fault Type 3

554 N N N Faultless
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Table 4. Accuracy ratios for k value selection.

k value Overall accuracy

k=3 96:05% + =� 2:54%

k = 5 95:88% + =� 2:87%

k = 7 95:89% + =� 2:42%

k = 9 95:20% + =� 1:66%

k = 11 95:02% + =� 1:39%

k >= 13 95:19% + =� 1:01%

larger k values, the general and class accuracy rates
decreased. Since the dataset did not contain nominal
data, numerical measure and EUD were used to �nd
the nearest neighbor.

3.3.3. DT
The highest entropy value calculated for three variables
belonged to temperature. Therefore, according to
the information gain criterion, the root node was
determined as temperature. This rule was followed
from the top node to the bottom and the humidity
variable was pruned as shown in Figure 3.

3.3.4. Neural network
The learning dataset consisted of variables and fault
types. The network structure was comprised of three
inputs including temperature, pressure, and humidity
and four outputs including Fault Type 1, Fault Type
2, Fault Type 3, and faultless. In order to minimize
the mean SE for both training and testing [46], the
number of hidden layers for the neurons was set to six.
The parameters and functions used in the network are
shown in Table 5. The best learning rate was achieved
with 200 training cycles.

3.3.5. MLP
The number of training cycles used for both neural
network and MLP training was assumed to be 10.
The number of MLPs per ensemble and that of cross

Figure 3. Decision Tree (DT) graph of the process.

Table 5. The parameters and functions of network.

Parameters and functions

Training function Levenberg-Narquardt
Network type Feed forward back propagation
Transfer function Sigmoid
Training cycle 200
Total function Weighted sum

validation folds were considered 10 and 4, respectively,
and the sampling type was determined as strati�ed.

3.3.6. DL
Tangent function was selected as an activation function
used by neurons. The size of hidden layers in the model
was determined 50 and the epochs, i.e., the number of
iterations for the dataset, was considered 10.

4. Discussion

In this study, six machine learning techniques, includ-
ing NB-k, KNN, DT, ANNs, MLP, and DL, were
compared. The criteria considered for comparison
were classi�cation accuracy, SE, R2, and RMSE. Per-
formance evaluation of the classi�cation techniques is
illustrated in Table 6.

Techniques with values greater than 60% based
on R2 included ANNs, MLP, and NB. Among them,
ANNs with the highest classi�cation accuracy (97:43 +
= � 1:14), the lowest SE (0:023 + = � 0:007), and the
lowest RMSE (0:150 + = � 0:024) was selected as the
most successful technique. Of note, the performances
of other techniques were quite the same.

5. Conclusion

The main objectives of this study were monitoring
processes by multivariate control chart and then, classi-
fying the fault types using machine learning techniques.
The proposed model was applied to a painting process
in an automotive supplier company. The paint quality
was evaluated according to some variables of the
process, i.e., temperature, pressure, and humidity. In
this study, we tried to specify the classes and categorize
them into Fault Type 1, Fault Type 2, Fault Type 3,
or faultless for each sample of the process. To this
end, the sample classes were predicted by six di�erent
machine learning techniques including Naive Bayes-
kernel (NB-k), K-Nearest Neighbor (KNN), Decision
Tree (DT), Arti�cial Neural Networks (ANNs), Multi-
Layer Perceptron (MLP), and Deep Learning (DL).
The accuracy and error of the techniques were com-
pared. In terms of accuracy, Squared Error (SE),
and Root Mean Squared Error (RMSE), ANNs was
found the best technique. However, the performances
of the techniques were almost the same. In addition,



D. Demircio�glu Diren et al./Scientia Iranica, Transactions E: Industrial Engineering 27 (2020) 3233{3241 3239

Table 6. Comparing the performance of techniques.

Techniques R2 Accuracy (%) SE RMSE

NB(k) 0:694 + =� 0:332 96:91 + =� 2:96 0:027 + =0:022 0:150 + =� 0:067
k-NN 0:414 + =� 0:362 96:05 + =� 2:54 0:032 + =� 0:019 0:172 + =� 0:054
DT 0:478 + =� 0:127 96:74 + =� 1:42 0:033 + =� 0:006 0:180 + =� 0:017
ANNs 0:653 + =� 0:116 97:43 + =� 1:14 0:023 + =� 0:007 0:150 + =� 0:024
MLP 0:601 + =� 0:160 97:08 + =� 0:68 0:029 + =� 0:010 0:168 + =� 0:028
DL 0:332 + =� 0:290 96:36 + =� 1:20 0:030 + =� 0:011 0:172 + =� 0:028

machine learning techniques were used for prediction
and classi�cation of problems such as human and
machine errors. Correct classi�cation of fault type
ensured quality improvement through machine learning
techniques. Furthermore, for the new products, time
was saved by �nding out to which class it belonged
without the need for control chart.

The present study contributes to the related
literature in the following manners:

� In the multivariate control chart, a large number of
machine learning techniques were applied and their
performances were compared;

� Unlike other studies, it determined not only the
variable that caused the fault, but also the ranges
for the values (large, normal, and high) the variable
could take. In this respect, corrective actions were
easily taken and hence, the products would be
faultless.

As a direction for future studies, the ensemble methods
such as boosting, bagging, and vote can be employed
to improve the performance and the model can be
developed by considering uncertainty in the data.
Therefore, modelling the current problem via neutro-
sophic sets [47] or Pythagorean fuzzy sets [48] are
the potential research areas in which the uncertainty
problem can be taken into consideration.
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