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Abstract. This paper addresses automatic keyword extraction in Persian and English
text documents. Generally, to extract keywords from a text, a weight is assigned to each
token, and words characterized by higher weights are selected as the keywords. This
study proposed four methods for weighting the words and compared these methods with
�ve previous weighting techniques. The previous methods used in this paper include
Term Frequency (TF), Term Frequency Inverse Document Frequency (TF-IDF), variance,
Discriminative Feature Selection (DFS), and document length normalization based on unit
words (LNU). The proposed weighting methods are presented using variance features and
include variance to TF-IDF ratio, variance to TF ratio, the intersection of TF and variance,
and the intersection of variance and IDF. For evaluation, the documents are clustered using
the extracted keywords as feature vectors and by using K-means, Expectation Maximization
(EM), and Ward hierarchical clustering methods. The entropy of the clusters and pre-
de�ned classes of the documents are used as the evaluation metrics. For the evaluations,
this study collected and labeled Persian documents. Results showed that the proposed
weighting method, variance to TF ratio, showed the best performance for Persian texts.
Moreover, the best entropy was found by variance to TD-IDF ratio for English texts.
© 2020 Sharif University of Technology. All rights reserved.

1. Introduction

Text mining as a sub�eld of data mining focuses on
extracting useful data and knowledge from textual
data. One way to extract knowledge from a document
is to access the corresponding keywords. Keywords
are important elements that facilitate searching for
and obtaining information. They can be considered
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as a collection of words that describe the document
during the search and information retrieval operations.
In other words, each important word that describes the
content of a document is called a keyword. These words
are often used to de�ne and display the information
retrieval systems, because they are short and likely
to stick in one's mind. Consequently, keywords of a
text document, which are the most relevant words
concerning the substance of the documents, can be
great candidates to be chosen as features in document
processing tasks such as classi�cation and cluster-
ing [1,2].

Keywords can be assigned to or extracted from
a document [3]. In keyword assignment, a set of
conceivable keywords is chosen from a controlled vocab-
ulary of words, while keyword extraction distinguishes
the pertinent words accessible in the examined docu-
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ment [4]. Moreover, keywords can be categorized into
two groups: functional and informative [5]. Informative
keywords have a strong connection with the contents of
a text and introduce the main content. For example,
in the case of sport news about the Barcelona football
team, football can be de�ned as an informative keyword
in this news item. On the other hand, functional
keywords such as pre�xes and conjunctions have a
weaker degree of connection with the text [6].

Although there are several methods for keyword
extraction [4,7{12] and, also, methods for various
languages such as English [13] and Persian [14], �nding
the appropriate keywords of a document is still a
challenging problem. The main focus of the methods is
on assigning reliable weights to the keyword candidates
and, then, selecting the best ones. This paper proposes
new methods for weighting the words and evaluating
out methods in Persian and English languages.

In this paper, Section 2 provides a summary of the
related works. Section 3 presents a keyword extraction
framework that includes the known weighting meth-
ods such as variance, Discriminative Feature Selection
(DFS), document Length Normalization based on Unit
words (LNU), and clustering methods. Section 4
presents the proposed weighting methods, and Sec-
tion 5 contains experiments and evaluations. The
discussions and comparative results are also given in
this section. At the end, the conclusion and future
works are presented in Section 6.

2. Related works

There are several methods for keyword extraction
from a text that can be classi�ed into �ve general
approaches.

2.1. Statistical methods based on Term
Frequency (TF) analysis

The �rst commonly used statistical method is Term
Frequency (TF), which calculates the occurrence of
a word in a document. Another common method is
the Term Frequency Inverse Document Frequency (TF-
IDF) that measures the occurrence of a word in a
document and all other documents. These approaches,
which have been used in this paper, are reviewed in
Section 3.1. Statistical methods are well known and are
reliable for keyword extraction, because when a word
occurs in a document several times, it can be considered
a keyword candidate. The statistical keyword extrac-
tion techniques can be domain independent and do not
require training data [4].

In [8], TF, TF-IDF, and variance were used as
weighting methods for document clustering using K-
means. They calculated the entropy value to compare
the quality of clustered documents with their prior
classes. In addition to TF and TF-IDF, there are

other statistical methods such as variance and word
co-occurrence [13].

2.2. Linguistic methods based on language
parsing

The linguistic features of words are used in linguistic
methods. Synthetic analysis [9] and lexical analysis [10]
are examples of these methods that express the seman-
tic content of a part of the text. Lexical chains, too,
are used in text summarization. The recall of synthetic
analysis is 66% with 64% precision for lexical chains.

2.3. Machine learning methods such as
supervised learning

Keyword extraction is done through a supervised ac-
tion in this method. In this case, models are trained
and keywords extracted by these trained models. Ex-
amples of this approach include Na��ve Bayes [15] and
SVM methods [11]. An ongoing report on keyword
extraction presented a model based on fractal pat-
terns [16]. The outcomes demonstrate that the most
relevant terms about the topic of a text document have
fractal dimensions not quite the same as one, while
insigni�cant terms have a fractal dimension value of
one.

2.4. Conceptual methods based on the use of
knowledge database to interpret the
meaning and concept

This method uses semantic analysis and dictio-
nary [17,18]. In semantic analysis and dictionary as
a keyword extraction method, documents are divided
into a set of sentences. Later, a model �nds the best
concept of each term. Then, Lesk algorithm calculates
the word-to-word similarity for each pair. Thus, it
computes the best concept of each of two words in a
pair with their similarity score. Each pair will have
clusters based on its similarity score. This is followed
by the calculation of the average similarity score for
every cluster. In the next step, inverse similarity score
is computed to evaluate the importance of a word
in a cluster's similarity score. The average of term
similarity weights is calculated after removing a term.
This step is repeated for all clusters to determine the
coherence of clusters.

2.5. Combination of the above approaches
These techniques are a combination of some or all of
the approaches to creating a heuristic method, e.g., by
using html tags [19]. The heuristic method uses phrase
rates, which can be an interactive aid for keyword
extraction for human classi�ers in informine projects
(http://infomine.ucr.edu). This method is a heuristic
key phrase extraction for web pages that require no
training. Instead, it is based on the hypothesis that
most of the well-written web pages o�er key phrases
based on their inner structure.
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3. Keyword extraction framework

To extract keywords, after the stop word removal to
do away with all unimportant and meaningless words,
the weights are calculated for other terms using the
known weighting methods mentioned in Section 3.1
and the proposed methods in Section 4. The terms
with higher weights are selected after the extraction
of the document features. Then, the quality of the
selected terms is evaluated using clustering techniques,
as given in Section 3.2. To perform the clustering,
document-feature matrices are formed for the selected
terms. Three types of such a matrix are used in this
paper:

1. Frequency matrix: A two-dimensional matrix in
which documents are rows and terms are columns
and the frequency of every term in every document
forms the values of the related cell;

2. Normal matrix: This matrix is similar to the
frequency matrix in which the values of each cell are
the normalized frequency of the related term. The
normalization is done by dividing the TF in each
document by the maximum TF in that document;

3. Boolean matrix: As the name suggests, the value of
each cell in this case is 1 or 0, denoting the presence
or absence of that term in the document.

The matrices are formed for a number of features
(i.e., terms) and are given to Weka tool [20] for
clustering. For clustering, three methods such as K-
means, EM, and Ward, as reviewed in Section 3.2, are
used. After clustering, the entropy matrix is prepared
to evaluate the results. The entropy value is between
0 and 1, with smaller values (i.e., closer to 0) being
appropriate. The owchart of the keyword extraction
steps is shown in Figure 1, each of which is described
in the following sections.

3.1. Weighting methods
Term extraction is the �rst step to extract keywords
from a text. The next step is to select features for
assigning weights. Weighting of features can be done
in various ways with di�erent weighting approaches,
yielding di�erent values. This section describes the
current weighting methods such as Variance, LNU, and
DFS.

3.1.1. TF and TF-Inverse Document Frequency
(TF-IDF)

The �rst statistical method for extracting keywords
from a document is TF, which represents the occur-
rence of a term in a document. If a term occurs more
than other terms, it is most likely to be a keyword.
Another recent method for keyword extraction is TF-
IDF. In this approach, the frequency of using a term
is measured in the document concerned and all other

Figure 1. Keyword extraction and evaluation steps.

documents. The term that occurs in most of the
documents has a smaller TF-IDF value because of its
lower power of discrimination. Therefore, if a term
occurs in fewer documents, its TF-IDF value will be
high, indicating that it can identify documents. TF
and TF-IDF formulas are shown in Eqs. (1), (2), and
(3), respectively.

TF (Termi; Docj) =

Number of times Termi appears in document Docj

Total number of terms in document Docj
;

(1)

IDF (Termi) =

Log
�

Total number of documents
Number of documents with Termi in it

�
;

(2)

TF � IDF (Termi; Docj) = TF (Termi; Docj)

�IDF (Termi): (3)

3.1.2. Variance
This method calculates the usage variance of each word
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in a document. Variance is equal to the di�erence
between mean square and the average and is calculated
through Eq. (4):

V ariance(Termj) =
1

N � 1

NX
i=1

(xi � �)2; (4)

where N is the total number of documents containing
Termj , � is the TF average in all documents, and xi
is the occurrence of Termi in the document.

3.1.3. Document Length Normalization based on Unit
words (LNU)

The LNU weighting method is based on the frequency
factor (known as the L factor) and the normalization
unit (U factor), and word weighting is based on unique
words in documents. This relation is expressed in
Eq. (5) [21]:

LNU(Termi; Docj) =0@ 1+log(TF (Termi;Docj))
1+log(average(TF (:;Docj)))

(1�slope)�pivote+(slope� num unique terms)

1A ;
(5)

in which average (TF (:; Docj)) is the average of TF
for all words in document Docj , and slope is the
experimental slope of the curve and is often considered
as a constant value 0.25. Pivote is the ratio of the total
number of unique words in all documents to the total
number of documents, and num unique terms represent
the number of unique terms in document Docj .

3.1.4. Discriminative Feature Selection (DFS)
Discriminative Feature Selection (DFS) is another fea-
ture extraction method proposed for document classi�-
cation [22]. Here, discriminative features are those with
a higher weight in their categories than the others. For
extracting these features, the parameters of Table 1 are
calculated �rst.

The DFS will select features having the highest
average TF in the mentioned category, picking up
those with the highest occurrence rate in most of the
documents in the mentioned category. The DFS also
does not take those features that occur in most of
the documents belonging to both cj and �cj under
consideration. Given these descriptions, Eq. (6) is
presented for estimating DFS features:

DFS(ti; cj) =
TF (ti;cj)
df(ti;cj)
TF (ti;cJ )
df(ti;cJ )

� aij
(aij + bij)

� aij
(aij + cij)

�
���� aij
(aij + bij)

� cij
(cij + dij)

���� ; (6)

where TF (ti; cj) and TF (ti; �cJ) show TF of feature ti
in categories cj and �cJ . df(ti; �cj) and df(ti; �cJ) show
the number of documents consisting of feature ti in
categories cj and �cJ . Then, feature ti has the DFS
value in each category, and the �nal DFS score value
for ti is calculated through the following Eq. (7), which
means the features with the highest values.

DFS(ti) = max
1hjhc fDFS(ti; cj)g : (7)

3.2. Clustering methods
To evaluate the quality of the extracted keywords,
the documents are clustered using the selected terms
by the weighting techniques. After that, the clusters
are compared with the prede�ned classes using the
entropy of the clusters. The clustering methods cate-
gorize documents in an unsupervised manner. Herein,
three clustering approaches including centroid-based
(i.e., K-means) [23,24], distribution-based (i.e., EM:
Expectation Maximization) [25], and hierarchical (i.e.,
Ward) [26] are applied. These methods are selected
among a variety of clustering methods due to their
popularity in text processing [23,26]. In the following
sections, these methods are reviewed briey.

3.2.1. K-means
K-means is a classic and well-known unsupervised
clustering algorithm [23,27]. This method is an easy
way to categorize information into a certain number
of clusters, i.e., K clusters. The main idea is that K
centers are determined for the clusters. The centers
must be chosen carefully because each center will
produce di�erent results. Therefore, it is better to put
them as far apart as possible. To begin with, K-cluster
centers are chosen randomly and, in the next step, all
points are assigned to the nearest center. Then, all
the centers are re-calculated as the mean value of the
assigned data to each cluster. The process of assigning
the points to the clusters and updating the cluster
centers is repeated interactively until the centers show
no change. This algorithm aims to minimize the

Table 1. Occurrence number of feature ti and category cj [22].

Document does not have
feature ti(ti)

Document has
feature ti(�t�)

Document is in category cj(cj) aij bij

Document is not in category cj(cJ) cij dij
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objective function as a square function of error, shown
in the following Eq. (9) [28,29].

J =
kX
j=1

nX
i=1

jjxi � �j jj; (8)

where jjxi��j jj is the Euclidean distance between data
point xi and cluster centre �, n is the number of points
in cluster i, and k is the number of cluster centres.

3.2.2. Expectation Maximization (EM)
In conditions without a speci�c number of clusters,
one of the clustering algorithms used is expectation
maximization (EM) [25]. It is a computational method
for estimating data, particularly hidden data. This
algorithm would be suitable for lost data; it can also
be an e�cient method to calculate the maximum
likelihood estimates in repeated computations. The
algorithm is related to speci�c methods of hidden data
approximation, which, in these approach parameters,
reestimate and continue the process until they converge
on a particular value. The name is chosen because, in
each repetitive step of the algorithm, there is a phase
of expectation and maximization [30].

The probability distribution used in the algorithm
is mostly normal distribution, as shown in Eq. (9),
because the assumption is that the data could be
transformed as a linear sequence from the multivariate
normal distribution. EM is an iterative method to
calculate parameters.

p(x) =
X
z

p(z)p(X jz ) =
KX
k=1

�kN(X j�k;�k) : (9)

The connected distribution p(x; z) in terms of a
marginal distribution p(z) and an eventual distribution
p(xjz), and the marginal distribution over z is speci�ed
in terms of the mixing factor �k, where p(zk = 1) = �k.P
k is the covariance and p(x) =

P
z p(x; z) shows that,

for every data point Xn, there is a comparable hidden
variable zn.

EM is an iterative method to calculate parameters
in two steps: expectation and maximization. In the
�rst step, primary values are given to parameters.
Then, in the Expectation step, weighting factor for
data point Xn is noted by the posterior probability of
(znk), where parameter k generates Xn, as shown in
Eq. (10). In this equation, znk represents the value of
responsibilities, Xn is the data point n, and �k is the
mean. The following formulas represent EM Gaussian
mixture model.

(znk) =
�kN(Xn j�k;�k)Pk
j=1 �jN(Xn j�j ;�k)

: (10)

The second step is maximization, which calculates the
values of the parameters based on the estimated value

of (znk), as shown in Eq. (11), where Nk is the
e�ective number of points assigned to the cluster k.

�newk =
1
Nk

NX
n=1

(znk)Xn; Nk=
NX
n=1

(znk); (11)

�newk =
1
Nk

NX
n=1

(znk)(Xn��newk )(Xn��newk )T ; (12)

�newk =
Nk
N
: (13)

The expectation and maximization steps are repeated
until the optimal parameter values converge (Eqs. (12)
and (13)). Since EM uses the maximum likelihood
estimation in each iteration, the following likelihood
(Eq. (14)) increases [31]:

ln p(X j�;�; �)=
NX
n=1

ln

(
KX
k=1

�kN(Xn j�k;�k )

)
:
(14)

For simplicity, consider a Gaussian mixture, whose
components have covariance Matrices given by

P
k =

�2
kI, where I is the unit matrix, although the conclu-

sions will hold for general covariance matrices.
Other distributions such as Poisson and log-

normal will also be used to improve results. K-means
clustering is a special case of EM clustering, too [32].

3.2.3. Hierarchical clustering
In the hierarchical clustering method [33], the tree
structure is assigned to the �nal clusters in accordance
with their popularity. This hierarchical tree is called
a `dendrogram'. Hierarchical trees are usually divided
into two categories [34,26]:

1. Top-down or divisive: In this approach, initially,
all data are considered as a cluster. Then, in every
step of the repetition process, the data that are less
similar to each other are put in separate clusters.
This step continues until the clusters have only one
member. Examples of this clustering are bisecting
K-means [34];

2. Bottom-up or agglomerative: In this method, each
data is considered a separate cluster and, in every
step of the repetition process, data that are similar
to each other are combined to produce a cluster or
a certain number of clusters. The examples of this
type of clustering include average link, complete
link, and single link [34].

In order to decide which clusters must be merged
(for agglomerative), or where a cluster should split (for
divisive), it is required to evaluate the dissimilarity
between sets. In most hierarchical clustering methods,
this is done by the use of an appropriate metric (a
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measure of the distance between pairs), and a linkage
criterion that determines the dissimilarity of sets as a
function of the pair-wise distances of observations in
the sets. Choosing a proper evaluation metric has a
direct impact on the �nal result. Based on di�erent
metrics such as Manhattan, Euclidean, etc., points
have di�erent distances from each other, resulting
in di�erent forms of clusters and di�erent clustering
results [35,36]. Linkage metrics are the same as those
that denote distances between sets of points. In
hierarchical clustering, there are some linkage metrics
such as complete-linkage, minimum-linkage, average-
linkage, Ward, etc.

Ward clustering is a method to reduce the loss
of remote data [37]. This method uses new criteria
to calculate the dissimilarity between clusters. In this
process, the di�erence of square's summation between
each data from a cluster to the cluster's mean vector is
calculated with the aim of evaluating the cluster. The
following algorithm could be considered for Ward [38]:

1. Each data is considered a cluster;
2. For all pairs from a set of clusters, those two clusters

whose sum of the squares of di�erences between the
clusters' data to the obtained mean vector is less
than the others are going to be selected;

3. Two selected clusters are combined, and a new
cluster center is calculated;

4. As long as the number of clusters is not the target
number, steps 2 and 3 are repeated.

In Ward's method, the distance between clusters
A and B is calculated through Eq. (15):

�(A;B) =
X
i2A
jjxi � �A[B jj2 �X

i2A
jjxi � �Ajj2

�X
i2B
jjxi � �B jj2 =

nAnB
nA + nB

jj�A � �B jj2; (15)

where �j is the center of cluster j, nj is the number
of points that exists in cluster j, and � is the merging
cost of two clusters A and B.

4. Proposed weighting methods

This section describes the proposed weighting methods
that represent a combination of three known weight-
ings: TF, TF-IDF, and variance. The proposed
methods include the variance to TF-IDF ratio, the in-
tersection of TF-IDF and variance, and the intersection
of TF and variance.

4.1. The Ratio of Variance to TF-IDF
(Var2TF-IDF)

In this method, the variance of TF to TF-IDF ratio of
a term is computed. For normalization, the numerator

Figure 2. Entropy results of Term Frequency Inverse
Document Frequency (TFIDF), variance and proposed
variance/TFIDF methods for Ward clustering (5 clusters).

is multiplied by 10�5 and denominator by 103. This
operation is done for all of the terms, and the terms
with the highest values are selected as the keywords.
This weighting method is calculated through Eq. (16),
in which ti denotes the ith term.

V ar2TFIDF (Termi)=
var(TF (Termi))�10�5

TFIDF (Termi)�103 :
(16)

Figure 2 represents the entropy of document clustering
(5 clusters) using variance, TFIDF, and variance to
TFIDF ratio feature selection methods. It shows the
e�ectiveness of the proposed method in comparison
with the reference methods. Detailed results are given
in Section 5.

4.2. The ratio of variance to TF (Var2TF)
In the second proposed method of this paper, after
term extraction, the values of variance of TF and TF
of a word are calculated in addition to other terms.
Then, the ratio of variance to TF is computed. For
normalization, the numerator is multiplied by 10�5 and
the denominator by 103. This is done for all the terms,
and the terms with the highest values are selected as
the keywords. This weighting method is calculated
through Eq. (17), in which ti denotes the ith term:

V ar2TF (Termi) =
var(TF (Termi))� 10�5

TF (Termi)� 103 : (17)

Figure 3 represents the entropy of document clustering
(5 clusters) using variance, TF, and variance to TF
ratio feature selection methods. It shows the e�ective-
ness of the proposed method in comparison with the
reference methods. The detailed results are given in
Section 5.

4.3. The intersection of variance and TF-IDF
(Var \TF-IDF)

In the third proposed method of this paper, the values
of features are computed using the variance weighting
method and TF-IDF method, as an intersection is
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Figure 3. Entropy results of Term Frequency (TF),
variance and proposed variance/TF methods for Ward
clustering (5 clusters).

Figure 4. Entropy results of Term Frequency Inverse
Document Frequency (TF-IDF), variance, and proposed
variance \ TF-IDF method with Ward clustering (5
clusters).

made between 150 terms of both methods. Therefore,
for common words, a matrix will form.

Figure 4 represents the di�erence between vari-
ance and TF-IDF values and variance \ TF-IDF with
Ward clustering (5 clusters). The e�ectiveness of
the proposed method is shown in comparison to the
reference methods. More detailed results are given in
Section 5.

4.4. The intersection Variance and TF
(Var\TF)

In the fourth proposed method of this paper, the values
of features are calculated using the variance weighting
method and TF. Subsequently, an intersection is made
between 150 terms of both methods. For common
words, a matrix would form.

Figure 5 represents the di�erence of performance
between variance, TF, and Var\TF with Ward clus-
tering (5 clusters). The e�ectiveness of the proposed
method is shown in comparison to the reference meth-
ods. More detailed results are given in Section 5.

5. Experiments and evaluations

In this section, �rst, the data are explained. Then,
the evaluation methods and the results are given in

Figure 5. Entropy results of Term Frequency (TF),
variance, and proposed variance \ TF-IDF method with
Ward clustering (5 clusters).

entirety. The comparison between the results is shown
at the end of the section. All the evaluations and
results are calculated for both English and Persian text
documents.

5.1. Data
The keyword extraction methods for both Persian and
English languages have been applied. For Persian,
evaluations are done on 500 documents collected for
this research. The Persian data include news (col-
lected from the ISNA website - https://www.isna.ir/)
and scienti�c articles (articles of the Iran Computer
Association 2014 - http://csicc2014.sbu.ac.ir/). This
dataset has �ve classes including cultural, medical,
sport, information technology, and political categories.
The data of classes are balanced, and each class consists
of 100 documents.

The English data consist of 500 patent docu-
ments [8]. This dataset also has �ve classes including
�ve patent categories in various subjects: gasi�cation,
genetically engineered organisms, solar cells, passive
space heating, and wind. Each class has 100 docu-
ments.

The documents of these datasets did not have
any pre-de�ned keywords. They were extracted by
weighting methods; then, document clustering, based
on the keywords, was done to evaluate the weighting
and clustering methods.

5.2. Evaluation method
As each document in our datasets has a label of its
class, the evaluation metric used here is cluster entropy.
To calculate entropy, a cluster matrix is calculated in
which rows represent the classes and columns represent
the clusters. Figure 6 shows the matrix in which Xij
is the number of elements in class i and cluster j, N is
number of classes, and M is number of clusters.

The purpose of forming this matrix is to calculate
entropy. Scattering is reduced as the amount of entropy
moves closer to zero, indicating an improvement in
the chosen words and clustering. In contrast, if the
entropy value is close to 1, the method will be less
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Figure 6. Entropy matrix for evaluation.

accurate. Through the mentioned matrix, the entropy
is calculated through Eqs. (18) and (19).

e(cj) =
XN

i

�
�Xij

N
logN

Xij

N

�
i = 1; 2; :::; N; j = 1; 2; :::;M; (18)

e =
XM

j

�
1
n

XN

i
Xij

�
e(cj): (19)

In these equations, n is the total number of documents,
e(cj) is the entropy of cluster j, w(cj) is the weight of
cluster j, and e is the total entropy.

5.3. Keyword extraction for English
5.3.1. Evaluation of K-means clustering
In this section, the results of all the weighting methods
by K-means clustering for English documents are pre-
sented (5 clusters). After extracting the keywords by
the weighting methods mentioned in Sections 3.1 and
4, the most important terms (i.e., keywords with higher
weights) are selected. Our evaluations are performed
for a di�erent number of terms{30, 70, and 150. For
each of these numbers of keywords, three mentioned
features, i.e., frequency, normalized frequency, and
Boolean are used for clustering. After performing K-
means clustering on each feature, the entropy value
is calculated to compare the obtained clusters with
prede�ned classes. Figure 7 represents the results.

It is shown that, for 30 features, the best response
is the one that relates to the Var2TF-IDF with the
Boolean matrix. The worst response is for TF-IDF
with frequency and normal matrices. For 70 features,
the best response is the same as in 30 features, and
the worst response is for the TF-IDF method with
Boolean and frequency matrices. In 150 features, the
best response is for the proposed method, Var\TF, and
the worst is for TF-IDF with normal and frequency
matrices. The experiments in this section show that
the proposed methods, Var2TF-IDF and Var\TF,
are better methods for keyword extraction than the
reference methods.

5.3.2. Evaluation of EM clustering
This section represents the results of all weighting
methods evaluated by the EM clustering algorithm of

Figure 7. K-means results for di�erent numbers of
extracted keywords in English text documents using
di�erent methods (5 clusters).

English documents (5 clusters). As shown in Section
5.3.1, in this experiment, 30, 70, and 150 features are
extracted and EM clustering is applied to them. The
results are shown in Figure 8. It is shown that, for 30
features, the best response is the one that relates to
TF with all three matrices and the worst response is
for TF-IDF with normal and frequency matrices. In 70
and 150 features, the best answers are achieved by the
Var2TF-IDF proposed method with the Boolean and
normal matrices. In contrast, the worst response in 70
features is for the TF-IDF method with Boolean and
frequency matrices and that in 150 features is the one
relating to the TF-IDF with all three matrices. As a
result, the recommended keyword extraction methods
include TF and Var2TF-IDF.

5.3.3. Evaluation of Ward clustering
The results of all weighting methods evaluated by
the hierarchical Ward clustering method for English
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Figure 8. Expectation Maximization (EM) results for
di�erent numbers of extracted keywords in English text
documents using di�erent methods (5 clusters).

documents are given in Figure 9 (5 clusters). Similar
to Sections 5.3.1 and 5.3.2, for this method, too, 30,
70, and 150 features are extracted and Ward clustering
is applied to the features. For this number of features,
the best response is the one that relates to Var2TF-
IDF with frequency and Boolean matrices. In 30
features, the worst performance is the one that relates
to DFS with a frequency matrix. In 70 and 150
features, the worst response is the one that relates to
DFS and TFIDF with frequency and normal matrices.
The experiments in this section de�ne the proposed
Var2TF-IDF method for keyword extraction.

5.4. Keyword extraction for Persian
5.4.1. Evaluation of K-means clustering
In the current section, the results of all weighting
methods evaluated by K-means for Persian documents
are presented in Figure 10 (5 clusters). Similar to
the English experiments, the matrices are formed for
30, 70, and 150 features after extracting keywords by
all the weighting methods. Afterward, the K-means
clustering is performed on the matrices to compare

Figure 9. Ward results for di�erent numbers of extracted
keywords in English text documents using di�erent
methods (5 clusters).

the new clusters with prede�ned classes. This process
has the best performance for 30 features by Var2TF
with the Boolean matrix and the worst performance by
the TF-IDF with all three matrices. For 70 features,
the proposed Var2TF method shows the best response
with the Boolean matrix, while the TF-IDF method
shows the worst response with all three matrixes. In
150 features, the Var2TF shows the best response with
the Boolean matrix, while the TF-IDF has the worst
response with normal and frequency matrices. It is
implied that the proposed Var2TF is the best method
for keyword extraction.

5.4.2. Evaluation of EM clustering
In this section, the results of the weighting methods for
Persian documents are evaluated by the EM method
(5 clusters). The results are given in Figure 11. As in
Section 5.4.1, 30, 70 and 150 features are extracted,
to which EM clustering is applied. For 30 and 70
features, the Var2TF has the best response with normal
and frequency matrices. For 150 features, the TF
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Figure 10. K-means results for di�erent numbers of
extracted keywords in Persian text documents using
di�erent methods (5 clusters).

method has the best response with the Boolean matrix,
while the TF-IDF method shows the worst response
for all features with normal and frequency matrices.
The results of this section show that the best keyword
extraction methods are TF and Var2TF.

5.4.3. Evaluation of Ward clustering
Now, the results of the weighting methods are evalu-
ated by the hierarchical Ward for Persian documents,
and the results are shown in Figure 12 (5 clusters).
Similar to Sections 5.4.1 and 5.4.2, 30, 70, and 150
features are extracted in this section before applying
the Ward clustering to them. In 30 and 70 features,
the Var2TF method shows the best responses with
the Boolean matrix. In addition, for the 150 features,
the best response is given by the Var2TF with normal
and Boolean matrices. In this experiment, the worst
response for all features is obtained by the TF-IDF
method with normal and frequency matrices. The
results of this section also show the e�ectiveness of

Figure 11. Expectation Maximization (EM) results for
di�erent numbers of extracted keywords in Persian text
documents using di�erent methods (5 clusters).

the Var2TF for keyword extraction in Persian in
comparison with the other methods.

5.5. Comparative results
This section presents a comparative study of the key-
word extraction methods, clustering methods, and the
numbers of features. In Figure 13, the average entropy
values of the proposed and the reference keyword ex-
traction methods (i.e., weighting) are shown for English
and Persian text documents. This �gure presents the
evaluation results of three clustering methods. The
entropy values shown in this �gure are the average of
the entropy values of three sets of features (i.e., 30, 70,
and 150) and three feature types (i.e., Boolean, normal,
and TF matrices).

As shown in Figure 13, for keyword extraction in
English, the proposed Var2TF-IDF method in Ward
clustering has the best entropy value (i.e., the lowest
entropy value). Besides, in Persian keyword extraction,
the proposed weighting, Var2TF, has the best entropy
value in Ward clustering.

Among other clustering methods, the proposed
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Figure 12. Ward results for di�erent numbers of
extracted keywords in Persian text documents using
di�erent methods (5 clusters).

keyword extraction methods achieve good entropy val-
ues, too. For English, the Var2TF-IDF and Var\TF
are the best methods for the K-means and EM clus-
tering methods, respectively. In Persian, the Var2TF
is the best method for other clustering methods, too.
Moreover, it is notable that the average of the entropy
values for Persian is higher than that for English. This
is probably due to a higher overlap of the documents
belonging to di�erent classes for Persian than English.

The average of entropy values obtained from the
three clustering methods is shown in Figure 14 (8
clusters). In this �gure, the average is calculated
with the entropy values of nine weighting methods,
three numbers of keywords, and also all three feature
extraction techniques. The results show that the Ward
method produced lower entropy than others and K-
means achieved the highest value. This demonstrates
the higher clustering power of Ward than the other
methods.

The results shown in Figure 15 are obtained by

averaging the outcome of all nine weighting methods,
three clustering techniques, and three numbers of
keywords to show the entropy values for three types
of features used in clustering (i.e., matrices). It is clear
that the Boolean matrix in both English and Persian
text documents has the best result (i.e., lower entropy
values). It is also evident that the average entropy
values for Persian are higher than English.

The averaging results of all nine weighting meth-
ods, three clustering techniques, and three features
extraction methods to show the entropy values for
numbers of keywords are shown in Figure 16. As
expected, an increase in the number of keywords
resulted in better clustering (i.e., lower entropy values).
Moreover, it can be seen that the average entropy
values for Persian are higher than English.

6. Summary and conclusions

Keyword extraction is often done to realize the overall
concept of documents and give readers an overall view.
In this paper, �ve statistical methods of keyword
extraction from a text document were presented, and
four others were proposed. In a keyword extraction
method, �rst, all terms were weighted by using the
reference and proposed methods, and the terms with
the highest weights were selected as the keywords.
The proposed weighting methods included variance to
Term Frequency Inverse Document Frequency (TF-
IDF) ratio, variance to Term Frequency (TF) ratio, the
intersection of TF and variance, and the intersection
of variance and TF-IDF. To evaluate the proposed
methods, this study used documents with prede�ned
classes. All documents were clustered using three clus-
tering methods: K-means, Expectation Maximization
(EM), and hierarchical Ward. The clusters were then
compared with prede�ned classes using entropy value
as the evaluation metric.

This study conducted the necessary evaluations
for both English and Persian documents for three sets
of keywords. For English documents, the best keyword
extraction method was the proposed variance to TF-
IDF ratio method and, for Persian documents, the best
method was the variance to TF ratio method. More-
over, the methods were evaluated using three di�erent
feature extraction techniques during the clustering,
with results showing the e�ectiveness of the Boolean
method in comparison with the other methods.

As an extension of this research, the use of a
semantic approach to extracting and selecting features
will be pursued. In other words, after extracting and
counting the features, the features that are semanti-
cally similar and, yet, lack identical written forms are
considered as a single word (feature). The similarity
of the words can be discerned by using a semantic
dictionary like WordNet in English and FarsNet in
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Figure 13. Average of entropy values for all weighting methods in (a) English and (b) Persian documents for di�erent
clustering methods (5 clusters).

Figure 14. Average of entropy values for clustering methods in (a) English and (b) Persian documents.
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Figure 15. Average of entropy values for di�erent features of clustering in (a) English and (b) Persian documents.

Figure 16. Average of entropy values for di�erent numbers of keywords in (a) English and (b) Persian documents.

Persian [18]. By considering every sense of each word,
similar words are counted as a single word and the
rank of word counting would increase TF, TF-IDF,
Variance, Discriminative Feature Selection (DFS), the
ratio of variance to TF, and the ratio of variance to
TF-IDF methods.
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