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Abstract. Data mining is a powerful new technology to extract hidden information
from data warehouses. Data mining analyzes data from di�erent perspectives and �nds
useful patterns and knowledge from large volumes of raw data. Clustering is one of the
main methods of data mining. K-means algorithm is one of the most common clustering
algorithms due to its e�ciency and ease of use. One of the challenges of clustering is to
identify the appropriate label for each cluster. The selection of a label is done so as to
provide a proper description of cluster records. In some cases, choosing an appropriate
label is not easy due to the results and structure of each cluster. The aim of this study is
to present an algorithm based on the K-means clustering in order to facilitate the allocation
of labels to each cluster.
© 2020 Sharif University of Technology. All rights reserved.

1. Introduction

The data analysis technique is a widespread, interesting
research domain in the pattern recognition research
community due to the rapid development of computer
science and technologies. One of the most important
phases in Data Mining (DM) is cluster analysis. In
order to cluster, some multi-objective algorithms can
be used to automatically partition data [1]. It should be
noted that DM consists of a set of computational tech-
niques applied to discover knowledge, hidden patterns,
and rules obtained from data in various sciences [2].
DM is concerned with �nding the hidden relationships
present in business data in order to allow businesses
to make predictions for future use [3]. Clustering is
a method of splitting a set of records into clusters
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in a way that records of the same cluster are more
analogous to each other than records in a di�erent
cluster according to some de�ned criteria. The K-
means algorithm aims to categorize some points into
some groups based on a distance scale [4{6]. Due to
the lack of a labeled clustering method, it is more
di�cult to implement than supervised DM methods [7].
It is well known that K-means clustering [8] has
become a very common method for splitting the high-
dimensional datasets with numerical features.

The K-means type clustering algorithms [8,9] are
widely used for real-world applications such as market-
ing research [10] and DM because of their capability
and ability to work with the numerical and categorical
datasets [11].

One of the challenges of clustering is the de-
termination of an appropriate label for each cluster.
The selection of a label has been done to provide a
proper description of cluster records. In some cases,
the selection of an appropriate label cannot be easily
accomplished due to the results and structure of each
cluster. This paper outlines an approach based on
the K-means clustering algorithm to facilitate the
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allocation of labels to each cluster. Further, in many
DM issues, the dataset contains a large number of
�elds that specify important �elds, and extracting a
subset of the �elds is very important. By considering
the proposed approach, the important and inuential
variables of the dataset can be identi�ed and the subset
of the required �elds can be selected. This research
attempts to answer the following questions:

� Which variables are important and e�ective in the
dataset clustering process?

� How does the process of formation and cluster
change in choosing a subset of the main dataset and
adding the step of �elds and records?

The K-means clustering algorithm is one of the most
widely used clustering techniques. Running K-means
algorithm is required to determine the number of
clusters and the initial states [12]. Some k points as
initial centroids are generated by this method. At the
next step, every point is allocated to the cluster with
the closest centroid [13,14]. After that, each cluster's
centroid is updated. Some data points may shift from
one cluster to another. Again, the new centroids
are calculated and the data points are allocated to
proper clusters. Assigning and updating the centroid
continue until the convergence criteria are met, i.e.,
no point changes clusters, or equivalently until the
centroids remain the same. In this algorithm, a usual
method to compute the distance between data points
and centroids is the Euclidean distance [15].

In the literature, there are many pieces of research
on expanding the K-means algorithm; for instance, San
et al. [16] proposed a K-means-like algorithm for clus-
tering categorical data. The clustering performance of
the algorithm is indicated by two standard datasets,
and the obtained results demonstrated that the new
algorithm achieved more accurate results than the K-
modes algorithm. Yuan et al. [13] introduced the
initial centroids algorithm. In the proposed model,
the initial centroids were regularly computed. Huang
et al. [11] introduced W-K-means as a novel K-means
type algorithm. Variable's weights were computed,
and the data points were assigned based on these
weights. These weights were de�ned according to
Variable's variance. Fahim et al. [17] proposed an
enhanced approach based on the K-means algorithm.
In this algorithm, the allocation of data points to
the appropriate clusters was done with lower time
complexity. Ahmed [18] proposed an e�cient enhanced
K-means clustering algorithm. This algorithm was
designed to cluster both the mixed numerical and
categorical features. Arai and Barakbah [19] proposed
a hierarchical approach for determining better initial
cluster centers for the K-means clustering algorithm.
In Laszlo and Mukherjee [20], a novel algorithm was

presented based on genetic algorithm for determining
initial centroids. Genetic algorithm was used to
swap neighboring centers for the K-means algorithm.
Zalik [21] applied a new K-means algorithm without
pre-determining the exact number of clusters. Kao et
al. [22] introduced a hybrid clustering technique. The
proposed algorithm combined the K-means algorithm,
Nelder-Mead simplex search, and Particle Swarm Op-
timization (PSO). Zhang and Xia [23] presented the
initial centroids algorithm based on the K-means to
avoid selecting initial centroid randomly. Nazeer and
Sebastian [15] introduced an enhanced K-means al-
gorithm to select initial centroids and allocate data
points to suitable clusters simultaneously to reduce
time complexity. The proposed algorithm performed
more accurately and e�ciently than the standard K-
means algorithm. A novel approach was used by
Yedla et al. [24] to determine better initial centroids
and provide an e�cient way to assign the data points
to proper clusters with lower time complexity. Any
additional input like threshold values is not considered
in this method. The proposed method increased the
accuracy of the clustering results. Niknama et al. [25]
proposed a di�erent hybrid algorithm named Hybrid K-
MICA based on imperialist competitive algorithm and
the K-means clustering algorithm. The results showed
that the proposed hybrid K-MICA could be considered
as an e�ective technique order to cluster and assign N
points to K clusters. In [26], a novel hybrid method
was designed for clustering data. This algorithm is a
combination of two powerful optimization algorithms:
K-means and �rey algorithms. In order to �nd
optimal cluster centers, �rey algorithm was applied
and, then, the centers were re�ned by the K-means
algorithm. Celebi et al. [27] reviewed and compared
K-means initialization algorithms according to their
computational e�ciency. Eight popular linear time ini-
tialization methodologies on a large and diverse collec-
tion of real and synthetic datasets were investigated by
di�erent performance indexes. Tzortzis and Likas [28]
introduced MinMax K-means algorithm to solve the
initialization problem of the K-means algorithm by
determining the weights of the clusters. These weights
were assigned to each cluster based on their variance.
Weights and cluster assignments were treated together
in an iterative process. Duan et al. [1] presented a
di�erent multilayer data clustering framework based on
feature selection and modi�ed the K-means algorithm.
They attempted to reduce the dimension of the dataset
by selecting an envoy feature subset as a result of the
clustering process. Partial distance strategy was used
in the proposed algorithm. Gu�erin et al. [29] proposed
a novel clustering algorithm called gap-ratio K-means
based on the K-means algorithm. This algorithm can
be used for high-dimensional spaces. For this purpose,
weights were determined for each dimension of the
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feature space before running the K-means algorithm.
Lin [30] proposed a new algorithm to enhance the
performance of K-means clustering through the linear
transformation and the random perturbation of the
kernel matrix. Nagwani and Shara� [31] applied the K-
means clustering algorithm and text mining technique
for separating and identifying spam and non-spam
SMS messages. Chen et al. [32] applied a novel
algorithm called ordered K-means clustering algorithm
to improve the performance of K-means clustering.
They considered K-means clustering as a multi-criteria
problem and used PROMETHEE to calculate the
closeness of points. Gan and Ng [33] proposed a novel
algorithm to provide outlier detection by extending K-
means clustering. The KMOR algorithm is able to
cluster the data and remove outlier points concurrently.

This paper is organized into �ve sections. Sec-
tion 2 outlines the proposed methodology. Sections 3
and 4 present the experimental results and discussions,
respectively. Section 5 concludes the paper and pro-
vides some insights into future trends.

2. The proposed model

In the �eld of DM, clustering has many applications.
Clustering is an important process in engineering and
other �elds of scienti�c research [34]. It is a process in
which the records are categorized into separate groups
so that the records in each cluster can be highly similar
to each other and have the greatest di�erence from
other data groups or clusters [35{38]. The clustering
techniques focus on identifying the groups of similar
records and naming the records according to the cluster
to which they belong. This process takes place without
the prior knowledge of the clusters and their features.
Clustering is an unsupervised learning task that aims
at decomposing a given set of objects into subgroups or
clusters based on similarity [39]. One of the purposes
of clustering is the better recognition of the dataset.

The major challenge of the clustering process to
determine an appropriate label for each cluster. In
some cases, due to the particular structure type of
the clusters, choosing an appropriate label is not easily
possible. In this research, an approach based on the
K-means clustering algorithm is presented in order to
facilitate the proper allocation of the labels to each
cluster. Through step-by-step clustering of the dataset
and examining the process of forming clusters, the
activity of labeling will be done based on the subset
if the allocation of the labels to the clusters is done
appropriately. In fact, the main idea of the proposed
method is that it is not possible in some cases to
determine the label of the entire dataset and, then, it is
possible to select a part of the dataset that represents
the entire dataset and determines the label of a cluster
based on the cluster formed in this part of the dataset.

Moreover, in this process, important variables are iden-
ti�ed in the clustering process and these variables are
expressed as the mentionable indicators in the labeling.
The labels are determined according to the e�ective
�elds. In conclusion, the principal advantage of this
method is the possibility of monitoring, observing,
and analyzing the clustering changes, compared to
the one-time clustering of datasets. By analyzing
these changes, the e�ective features of the clustering
process and the dataset are determined and, also, the
appropriate labels of each cluster are selected.

2.1. The proposed algorithm
The main idea of the proposed method is to provide a
step-by-step clustering rather than one-time clustering
of the dataset. In order to observe and analyze
the formation of clusters at each stage, changes need
to be made. To this end, the algorithm receives a
dataset as input and a small subset of the original
dataset is selected. Therefore, in accordance with the
dimensions of the dataset, a number of records and
�elds are determined by the user at each step. After
selecting an initial subset of the original set, K-means
clustering algorithms run on the selected dataset. At
this point, the �rst clusters will be formed. Then, the
clustering process will be repeated at each step until
the completion of the dataset �elds and records. At
each step, a number of �elds and records will be added
to the initial subset and the selected subset will be
wider. After adding �elds and records at any time, the
K-means clustering algorithm will run on the selected
dataset. Then, the clustering results are recorded and
compared with those of the previous steps. Changes
made to the structure of the clusters and records
belonging to each cluster will be investigated. The
�rst step is to select an initial dataset from the entire
original dataset. First, the records for this primary
subset should be determined. To do so, the clustering
with a large number of clusters as selected by the user
is implemented on the entire dataset. After that, a
record is selected randomly from each cluster. At this
point, the �rst records are selected. In the following,
the features of the initial subset must be determined.
Then, the variance of the �elds on the selected records
of the previous step is calculated, and the �elds with
the highest variance are selected. Thus, the initial
dataset is formed. At the next step, the clustering with
the desired number is applied to the initial dataset.
Then, the records and �elds are added to the initial
dataset step by step. At each step, the clustering with
the K-means algorithm is implemented on the selected
dataset, and the clustering results are recorded and
compared with those of previous steps. The process of
forming clusters is monitored and the required analysis
will be performed based on the changes made to the
structure of the clusters and the records belonging to
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each cluster and an appropriate label for each cluster
will be selected. The way to select the records is based
on the fact that a large number of clusters are carried
out with respect to the dimensions of the dataset, and
a record is randomly selected from each cluster. This
clustering aims to select the records characterized by
the most di�erences. How the features are chosen is
dependent on the variance of the variables. The aim of
this step is also to select the features that have made
signi�cant di�erences among the records. Determining
the number of �elds and records at each step will be
selected by the user according to the dimensions of the
dataset. The proposed algorithm proceeds following
the steps outlined below:

� Step 1: Select the records of the initial subset.
During the �rst phase, the clustering algorithm
with a large number of clusters will be run on the
whole dataset with respect to the dimensions of the
dataset. Then, a record will be randomly selected
from each cluster and, consequently, the records of
the initial subset will be determined. The purpose
of this step is to select the records characterized by
the most di�erences;

� Step 2: Select the features of the initial subset. At
this step, the features of the �rst subset are deter-
mined. Thus, at �rst, the variance of all dataset
variables is computed for the selected records of the
previous stage and the features with the highest
variance are selected. The number of these variables
is determined by the user's choice and is determined
according to the dimensions of the dataset;

� Step 3: Implement the K-means clustering algo-
rithm on the initial subset. After forming the initial
selected subset, the K-means clustering algorithm
will be implemented on it and the formed clusters
will be investigated;

� Step 4: Add some of the records randomly to the
selected dataset. The initial dataset will be extended
gradually. To do so, some records will be selected
randomly from the main dataset and added to the

selected subset. The number of records will be
determined by the user;

� Step 5: Calculate the variance of the variables and
select the �elds. At this step, the variance of all
the dataset variables on the records of the selected
subset will be calculated. Some of the �elds with
the highest variance will be selected which form the
selected dataset of this step;

� Step 6: Implement the K-means clustering algo-
rithm on the selected dataset. Again, the K-means
clustering algorithm will be implemented on a new
dataset this time, and its results will be examined.

The fourth to sixth steps will be repeated until all the
�elds and records are added to the selected dataset. Af-
ter completing the steps, the clustering results recorded
at each step are compared and the process of making
changes to the structure of the clusters will be analyzed.
In the meantime, if the addition of a variable to the
selected subset causes changes in the structure of the
clusters, that variable will be selected as an important
and e�ective variable of the dataset. Moreover, if it is
possible to determine an appropriate label for clusters
in a step, the subset related to that step will be selected
as representative of the entire dataset for determining
the cluster label. The logic of each step is explained in
Table 1. The pseudocode of the proposed algorithm is
described in Figure 1.

3. Experimental results

3.1. The algorithm implementation by the
hybrid addition of the �elds and records
step by step

This paper has investigated several experiments
to demonstrate the e�ectiveness of the proposed
algorithm. In this section, a dataset containing 385
samples and 50 �elds was clustered using the proposed
approach. This dataset contains statistics on various
banking services of electronic payment instruments
including ATM, Pin Pad, Mobile banking, POS,
Phone banking, and Internet banking in Iran in 2015.
The statistics provided are ordered by month and the

Table 1. The logic of each step.

Step Logic

Step 1 The purpose of this step is to select the records with the most di�erences

Step 2 The aim of this step is to select the features that have created the most di�erence among the records

Step 3 The initial subset is clustered to determine its structure

Step 4 Random records are selected to try di�erent ways to reach the �nal data

Step 5 The �eld is added to allow a comparison of the built subsets

Step 6 The consecutive clustering provides the ability to observe the trend of changes
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Figure 1. The pseudocode of the proposed algorithm.

registered service provider to the bank. Analyzing
bank databases for analyzing customer behavior is
di�cult since bank databases are multi-dimensional,
composed of monthly account records and daily
transaction records [39].

Table 2 lists the �elds in this dataset. Since the
variables are of di�erent values, the �eld values were
normalized so that the e�ects of all the �elds in the
analysis could be the same.

At each step, a subset of the original dataset is
selected, and the process of forming the clusters and
allocating a label to each cluster is examined. For
this purpose, clustering is initially performed on the
entire dataset with 50 clusters, and from each cluster,
one record is randomly selected as the record of the
initial selected subset. To select the dataset �elds, the
variance of all variables is calculated in the 50 selected
records of the previous stage, and 7 �elds with the
highest variance are selected as the subset of �elds of
the �rst step. Thus, the selected subset of the �rst
stage is formed. At the next steps, each time, a number
of records are added randomly to the subset of the
previous records and the variance of all the variables
is calculated in the subset of the records. Some
�elds with more variance are added to the selected
dataset. The mean values of all �elds related to each
instrument are recorded as the result in the tables.
Table 3 shows the performance and the rank of each
bank in the amount and the number of electronic
payment transactions in 2015. The cluster label is also
based on the same statistics published on the website
(www.shaparak.ir), which shows their performance in
the area of electronic payment. According to the
published statistics, the performance of the banks is
classi�ed into four categories of privileged, great, fair,
and poor.

At �rst, the standard K-means clustering algo-

Figure 2. Distribution of banks in each cluster in general
clustering.

rithm was implemented with 4 clusters on the entire
original dataset. Given the results and the clusters
formed, it is not possible to determine an appropriate
label for Clusters 2 and 4. The results of implement-
ing the traditional K-means clustering algorithm are
presented in Table 4, Figures 2, and 3.

Description of clusters:

Cluster 1: Long-standing banks with privileged
performance in the e-payment. Records related to the
three banks of Melli, Mellat, and Saderat that have
a long working history and are premier in electronic
payment have been located in this cluster;

Cluster 2: Most of the records of this cluster have
been made by old banks which play a great role
in electronic payments, but records of Ansar, Iran
Zamin, and Pasargad banks with less experience than
the other banks of the cluster and a poorer perfor-
mance in the electronic payments are also located in
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Table 2. Description of the variables in the bank's dataset.

Variable
number

Variable
name

Variable
number

Variable
name

1 Bank 26 Number of intra-bank transfer via Pin Pad

2 Month 27 Amount of transfer/withdrawal via Pin Pad

3 Amount of withdrawals from ATM 28 Number of transfer/withdrawal via Pin Pad

4 Number of withdrawals from ATM 29
Average amount of transfer/withdrawal via

Pin Pad

5 Average amount of withdrawals from ATM 30 Amount of transfer/deposit via Pin Pad

6 Number of account balance via ATM 31 Number of transfer/deposit via Pin Pad

7 Number of account check via ATM 32 Average amount of transfer/deposit via Pin Pad

8 Number of intra-bank transfer via ATM 33 Amount of transfer via Shetabi Card with Pin Pad

9 Amount of transfer/withdrawal via ATM 34 Number of transfer via Shetabi Card with Pin Pad

10 Number of Transfer/withdrawal via ATM 35
Average amount of transfer via Shetabi Card

with Pin Pad

11
Average amount of transfer/withdrawal

via ATM
36 Amount of buying via mobile banking

12 Amount of transfer/deposit via ATM 37 Number of account balance via mobile banking

13 Number of transfer/deposit via ATM 38 Amount of bills pay via mobile banking

14 Average amount of transfer/deposit via ATM 39 Number of bills pay via mobile banking

15 Amount of transfer via Shetabi Card with ATM 40 Average amount of bills pay via Mobile banking

16 Number of Ttansfer via Shetabi Card with ATM 41 Number of account balance via phone banking

17
Average amount of transfer via Shetabi Card

with ATM
42 Amount of bills pay via phone banking

18 Amount of bills pay via ATM 43 Number of bills pay via phone banking

19 Number of bills pay via ATM 44 Average amount of bills pay via phone banking

20 Average amount of bills pay via ATM 45 Amount of buying via POS

21 Amount of withdrawals from Pin Pad 46 Amount of buying via internet banking

22 Number of withdrawals from Pin Pad 47 Number of account check via internet banking

23 Average amount of withdrawals from Pin Pad 48 Amount of transfer/deposit via internet banking

24 Number of account balance via Pin Pad 49 Number of transfer/deposit via internet banking

25 Number of account check via Pin Pad 50
Average amount of transfer/deposit via

Internet banking

this cluster. There are 12 records, i.e., 16.90% of all
the records in this cluster that belong to the three
banks of Ansar, Iran Zamin, and Pasargad. With
the combination of the banks in this cluster, it is not
possible to determine a proper label for this cluster;

Cluster 3: The private and young banks with poor
performance in the e-payment. Records related to the
private and young banks belong to this cluster. The
performance of these banks in the area of electronic
payment was poorer than those of the other banks;

Cluster 4: This cluster only includes Post Bank

records. No appropriate label is speci�ed for this
cluster.

At the next step, the proposed algorithm was imple-
mented on a given dataset. These steps are taken to
implement the algorithm and the obtained results are
mentioned in the following.

Step 1: Herein, the initial dataset is selected.
To do so, the initial dataset comprised 50 records
and 10 �elds. The variance of all variables was
calculated in the selected records, and 10 variables of
highest variance were selected. The �elds including
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Table 3. Bank ranking in e-payment (www.shaparak.ir).

Rank Total amount of
e-payment transactions

Total number of
e-payment transactions

1 Mellat Mellat

2 Bank Melli Iran Bank Melli Iran

3 Bank Saderat Iran Bank Saderat Iran

4 Tejarat Parsian

5 Keshavarzi Keshavarzi

6 Sepah Tejarat

7 Refah Refah

8 Pasargad Sepah

9 Parsian Saman

10 Saman Pasargad

11 Maskan Eghtesad Novin

12 Ansar Ansar

13 Qavamin Maskan

14 Eghtesad Novin Resalat Qarzol-Hasaneh

15 Resalat Qarzol-Hasaneh Post Bank

16 Ayandeh Shahr

17 Shahr Qavamin

18 Sina Sina

19 Qarzol-Hasaneh Mehr Iran Ayandeh

20 Tose'e Ta'avon Qarzol-Hasaneh Mehr Iran

21 Post Bank Tose'e Ta'avon

22 Iran Zamin Hekmat Iranian

23 Tourism Iran Zamin

24 Dey Dey

25 Sarmayeh Tourism

26 Karafarin Sarmayeh

27 Hekmat Iranian Karafarin

28 Industry & Mine Industry & Mine

29 Export Development Bank of Iran Export Development Bank of Iran

30 Central Bank of Iran Central Bank of Iran

31 Melal Credit Institution Kosar Credit Institution

32 Kosar Credit Institution Melal Credit Institution

33 Development Credit Institution Development Credit Institution

Table 4. Results of clustering the total bank's dataset by traditional K-means algorithm.

Cluster ATM Pin
pad

Mobile
banking

Phone
banking

POS Internet
banking

1

2

3

4
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Figure 3. Results of clustering the total bank's dataset.

\Number of withdrawals from ATM", \Number of
account balance via ATM", \Number of account
check via ATM", \Amount of transfer /deposit via
ATM"," Amount of transfer via Shetabi Card with
ATM"," Number of bills pay via ATM", \Number
of intra-bank transfer via Pin Pad", \Number of
transfer/withdrawal via Pin Pad", \Number of trans-
fer/deposit via Pin Pad", and \Number of transfer
via Shetabi Card with Pin Pad" were de�ned as
10 �elds of the initial dataset. Then, the K-means
clustering algorithm with 4 clusters was implemented
on this dataset. Results of this clustering are shown
in Table 5, Figures 4 and 5.

Description of the clusters: In comparison with
the clustering of the entire dataset, the clustering
of the subset including 10 �elds and 50 records
managed to create a di�erence between the structures
of Clusters 1 and 4. As shown in the Table 4,
the post bank's records located in the 4th cluster
in the previous stage are part of Cluster 3 at this
step. In addition, the records of Melli, Mellat, and
Saderat banks are divided into two clusters of 1 and
4. According to the results, choosing this subset to
determine the label of clusters is not suitable.

Step 2: 60 random records and 7 �elds of
\Average amount of withdrawals from Pin Pad",

Table 5. Results of clustering the 10 �elds and 50 records.

Cluster ATM Pin pad
1

2

3

4

Figure 4. Distribution of banks in each cluster in 10
�elds and 50 records clustering.

Figure 5. Results of clustering 10 �elds and 50 records.

\Number of transfer/withdrawal via ATM", \Num-
ber of transfer/deposit via ATM", \Amount of
transfer/withdrawal via ATM", \Amount of trans-
fer/withdrawal via Pin Pad", \Amount of trans-
fer/deposit via Pin Pad", and \Amount of transfer
via Shetabi Card with Pin Pad" with the highest vari-
ance values were added to the initial selected subset.
The K-means clustering algorithm was implemented
with 4 clusters on the dataset including 17 �elds and
110 records. The results of this clustering are shown
in Table 6, Figures 6, and 7.

Given the results and the formation of the

Table 6. Results of clustering the 17 �elds and 110
records.

Cluster ATM Pin pad

1

2

3

4
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Figure 6. Distribution of banks in each cluster in 17
�elds and 110 records clustering.

Figure 7. Results of clustering 17 �elds and 110 records.

clusters, it is not possible to allocate an appropriate
label to clusters.

Step 3: 80 random records and the 13 �elds
of \Amount of withdrawals from ATM", \Average
amount of withdrawals from ATM", \Number of
transfer via Shetabi Card with ATM", \Amount of
bills pay via ATM", \Number of intra-bank transfer
via ATM", \Amount of buying via POS", \Amount
of buying via internet banking", \Amount of trans-
fer/deposit via internet banking", \Number of with-
drawals from Pin Pad", \Number of account balance
via phone banking", \Number of bills pay via phone
banking", \Number of account check via Pin Pad",
and \Number of account balance via Pin Pad" having
the highest variance values were added to the initially
selected subset. After extracting the dataset in this
stage including 30 �elds and 190 records, the K-means
clustering algorithm was run with 4 clusters. The

results of this clustering are presented in Table 7,
Figures 8, and 9.

Description of the clusters

Cluster 1: Long-standing banks with privileged
performance in e-payment. Records of the three
powerful and old banks including Melli, Mellat, and
Saderat are located in this cluster;
Cluster 2: Long-standing banks with great perfor-
mance in the e-payment. In this cluster, there are
records of the old banks with great performance in the
area of electronic payment. In the implementation
process of the algorithm, only one record, which is
equivalent to 5% of the total records of the cluster,
is related to Ansar Bank. The combination of this
cluster in this step is done in such a way that a proper
label can be given to it;

Figure 8. Distribution of banks in each cluster in 30
�elds and 190 records clustering.

Figure 9. Results of clustering 30 �elds and 190 records.
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Table 7. Results of clustering 30 �elds and 190 records.

Cluster ATM Pin pad Phone banking POS Internet banking

1

2

3

4

Cluster 3: Private and young banks with fair
performance in the e-payment. Records of the private
and young banks with fair performance in the �eld of
electronic payments are located in this cluster. The
average number and amount of electronic payment
transactions with di�erent instruments in this cluster
is higher than that in Cluster 4;
Cluster 4: Private and young banks with poor per-
formance in the e-payment. This cluster is composed
of the records of private and young banks with poor
performance in the �eld of electronic payments. The
e-banking services of this cluster have received less
popularity than the other banks.

Step 4: At this step, seven �elds with the highest
variance and 60 records were randomly added to the
selected dataset of the previous step. The eight
added �elds include \Average amount of bills pay
via phone banking", \Amount of buying via mobile
banking", \Average amount of bills pay via mobile
banking", \Amount of bills pay via phone banking",
\Amount of withdrawals from Pin Pad", \Number of
account check via Internet banking", and \Number
of transfer/deposit". Then, the K-means clustering
algorithm was implemented. The selected dataset of
this step includes 37 �elds and 250 records, which are
divided into 4 clusters. The results of this clustering
are described in Table 8, Figures 10, and 11.

Description of the clusters:

By clustering a subset of 37 �elds and 250 records, the
results similar to the clustering of the raw dataset were

Figure 10. Distribution of banks in each cluster in 37
�elds and 250 records clustering.

obtained. As shown in Figure 10, the composition of
Clusters 2 and 4 is not possible for proper labeling.

3.1.1. Selecting an appropriate subset for specifying
the clusters' labels

According to the results of the algorithm implemen-
tation at each step, the subset of Step 3 containing 30
�elds and 190 records is selected as a subset that can be
used for determining the label of clusters. The records
and the �elds of this subset can be extracted from the
main dataset and, accordingly, clustering results can be
obtained and the labels of the clusters can be speci�ed.

Table 8. Results of clustering 37 �elds and 250 records.

Cluster ATM Pin pad
Mobile
banking

Phone
banking

POS Internet
banking

1

2

3

4
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Figure 11. Results of clustering 37 �elds and 250 records.

4. Discussion

The main purpose of this study is to propose a
method for identifying the important and inuential
variables of the dataset. In the implementation phase,
the algorithm is initially implemented on the selected
subsets of the records and �elds and, then, the �elds

and records of the original dataset are added to the
selected subset step by step, and the process of clusters
formation is monitored. The proposed algorithm was
implemented on a dataset consisting of 385 records
and 50 �elds. This dataset contains the statistics
on various electronic banking services including ATM,
Pin Pad, Phone banking, Internet banking, Mobile
banking, and POS in Iran in 2015. These statistics
are recorded and ordered according to the month and
the service provider to the bank. First, the K-means
clustering algorithm was implemented with 4 clusters
on the dataset. According to the clustering results, it
was not possible to allocate an appropriate label to the
clusters. The proposed algorithm was implemented on
the initial dataset containing 10 �elds and 50 selected
records from the main dataset. Records and �elds were
gradually added to the selected dataset and the K-
means clustering algorithm was implemented on the
dataset. According to the clustering results of the
dataset with 30 �elds and 190 records, determining the
proper labeling of the clusters was possible and this
subset can be selected and extracted as part of the main
dataset, and the cluster labels can be determined based
on this subset. The results of this implementation are
described in Table 9.

Table 9. Results of the algorithm run by the gradual addition of the �elds and records.

Step Fields' number Number of samples Labels

Step 1 4, 6, 7, 12, 15, 19,
26, 28, 31, 34

50

Cluster 1: The long history banks with privileged
performance in the e-payment.

Cluster 2: |
Cluster 3: The private and young banks with poor

performance in the e-payment.
Cluster 4: |

Step 2
4, 6, 7, 12, 15, 19,
26, 28, 31, 34, 9, 10,
13, 23, 27, 30, 33

110

Cluster 1: |
Cluster 2: |
Cluster 3: |
Cluster 4: |

Step 3

4, 6, 7, 12, 15, 19, 26,
28, 31, 34, 9, 10, 13,
23, 27, 30, 33, 3, 5, 8,
16, 18, 22, 24, 25, 41,
43, 46, 45, 48

190

Cluster 1: The long history banks with privileged
performance in the e-payment.

Cluster 2: The long history banks with great
performance in the e-payment.

Cluster 3: The private and young banks with fair
performance in the e-payment.

Cluster 4: The private and young banks with poor
performance in the e-payment.

Step 4

4, 6, 7, 12, 15, 19, 26,
28, 31, 34, 9, 10, 13,
23, 27, 30, 33, 3, 5, 8,
16, 18, 22, 24, 25, 41,
43, 46, 45, 48, 21, 36,
40, 42, 44, 47, 49

250

Cluster 1: The long-standing banks with privileged
performance in the e-payment.

Cluster 2: |
Cluster 3: The private and young banks with poor

performance in the e-payment.
Cluster 4: |
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5. Conclusion

Clustering techniques used for accurate analysis of
high-dimensional data are receiving growing interest
every day. Di�erent algorithms are presented for data
clustering. The K-means algorithm is one of the most
powerful and most widely used clustering algorithms
that has been applied by data science experts in many
data mining projects. Clustering is an unsupervised
method and does not require prior knowledge of the
data. It can, therefore, be used as a way to help deepen
the understanding of the dataset. A serious challenge of
the clustering technique is to identify the proper cluster
label. In this study, an algorithm based on the K-means
clustering algorithm was presented. This approach
could help cluster labeling in clustering and select the
inuential features of the dataset. In cases where
the implementation of the clustering algorithm on the
entire dataset cannot determine the proper labels for
the clusters, the application of the proposed algorithm
makes it possible to select and extract a subset of
the main dataset so that the proper labeling for the
clusters becomes possible. In general, this algorithm
will be bene�cial as a reliable and e�ective procedure
for solving the appropriate labeling of cluster problems.
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