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Abstract. This study developed some new estimators for estimating population variance
by utilizing available information on midrange and an interdecile range of auxiliary
variables. A general class of estimators was also suggested. The derivations of the bias
and the mean squared error were presented. Conditions were determined to verify the
e�ciency of the proposed estimators over existing estimators considered in this study. An
empirical study was also provided for illustration and veri�cation. Moreover, a robust study
was carried out to evaluate the performance of the proposed estimators in comparison to
existing estimators in case of extreme values. According to the theoretical and empirical
research, it was found that the suggested estimators performed more e�ciently than the
existing estimators.
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1. Introduction

In survey research, if information is available on every
unit of population and, also, correlates with the study
variable, then such information is called auxiliary in-
formation. Utilizing this auxiliary information, one can
propose numerous types of estimators for estimating
the population variance by incorporating the product,
the ratio, and the regression methods of estimation.
To the best of our knowledge, Neyman [1] initially
considered applying auxiliary information in his study.
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Then, Cochran [2] initiated the application of auxiliary
information in the estimation stage and proposed a
ratio estimator for estimating the population mean.
The ratio estimator is the most e�ective one in esti-
mating the population mean or variance when there
exists a high positive correlation between the variables
of interest and an auxiliary variable.

Suppose that a �nite population U = fU1; U2,
U3; :::; UNg consists of N di�erent and identi�able
units. Let Y be a measurable variable of interest with
values Yi ascertained in Ui; i = 1; 2; :::; N; resulting
in a set of observations Y = fY1; Y2; :::; YNg. The
purpose of the measurement process is to estimate the

population variance S2
Y = N�1

NP
i=1

(Yi� �Y )2 by drawing

a random sample from the population.
The traditional ratio estimator for evaluating the

population variance, S2
y , of the variable of interest Y is
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described as follows:

Ŝ2
r =

s2
y

s2
x
S2
x: (1)

The bias and Mean Squared Error (MSE) of the
estimator given in Eq. (1) are respectively as follows:

B(Ŝ2
r ) = 
S2

y [(�2(x)�1)�(�22�1)];

MSE(Ŝ2
r ) = 
S4

y [(�2(y)�1) + (�2(x)�1)�2(�22�1)];

where:

�2(x) =�04=�2
02; �2(y) =�40=�2

20; �22 =�22=(�20�02);

�rs = N�1
NX
i=1

(Yi � �Y )r(Xi � �X)s:

Isaki [3] was the �rst to propose variance-based ra-
tio and regression estimators by using one auxiliary
variable for estimating the population variance. Then,
Prasad and Singh [4] suggested new estimators, and
showed that their proposed estimators were more
capable than those suggested by Isaki [3]. Arcos
et al. [5] also proposed some new estimators that
performed better than the usual estimators and the
other variance ratio estimators considered in this study.
Comprehensive details regarding the problem of cre-
ating competent estimators for estimating population
variance can be found in [6-18].

The remainder of the article is structured as
follows. Section 2 provides a detailed explanation of
the existing variance estimators. The formation of the
recommended estimators and the e�ciency assessment
of the proposed estimators with the usual estimator
and the existing estimators are given in Section 3.
Section 4 includes a practical study of the suggested
estimators. Robustness study of the proposed estima-
tors is investigated in Section 5. The �nal comments
and conclusion are presented in Section 6.

2. The existing estimators

Upadhyaya and Singh [19] suggested the following
estimator for S2

y by employing the information on
kurtosis of an auxiliary variable. Upadhyaya and
Singh [19] proposed the following estimator:

Ŝ2
1 = s2

y

�
S2
x + �2(x)

s2
x + �2(x)

�
:

Kadilar and Cingi [20] proposed some new ratio esti-
mators of variance, and proved that these estimators
performed more e�ciently than the usual estimator

of variance. The estimators proposed by Kadilar and
Cingi [20] are speci�ed as in the following:

Ŝ2
2 = s2

y

�
S2
x + Cx
s2
x + Cx

�
; Ŝ2

3 = s2
y

�
S2
x + �2(x)

s2
x + �2(x)

�
Ŝ2

4 = s2
y

�
S2
x�2(x) + Cx
s2
x�2(x) + Cx

�
;

Ŝ2
5 = s2

y

�
S2
xCx + �2(x)

s2
xCx + �2(x)

�
:

Subramani and Kumarapandiyan [21] suggested
an estimator of variance by adopting the information
on the median of an auxiliary variable. The estimator
proposed by Subramani and Kumarapandiyan [21] is
written as follows:

Ŝ2
6 = s2

y

�
S2
x +Md

s2
x +Md

�
:

Motivated by Upadhyaya and Singh [19] and
Kadilar and Cingi [20], Subramani and Kumara-
pandiyan [22] developed the following estimators:

Ŝ2
7 = s2

y

�
S2
x +Q1

s2
x +Q1

�
; Ŝ2

8 = s2
y

�
S2
x +Q3

s2
x +Q3

�
;

Ŝ2
9 = s2

y

�
S2
x +Qr
s2
x +Qr

�
; Ŝ2

10 = s2
y

�
S2
x +Qd
s2
x +Qd

�
; and

Ŝ2
11 = s2

y

�
S2
x +Qa
s2
x +Qa

�
:

Making use of the information related to the
deciles of an auxiliary variable, Subramani and Ku-
marapandiyan [23] introduced the following estimators
for estimating the population variance:

Ŝ2
12 = s2

y

�
S2
x +D1

s2
x +D1

�
; Ŝ2

13 = s2
y

�
S2
x +D2

s2
x +D2

�
Ŝ2

14 = s2
y

�
S2
x +D3

s2
x +D3

�
; Ŝ2

15 = s2
y

�
S2
x +D4

s2
x +D4

�
;

Ŝ2
16 = s2

y

�
S2
x +D5

s2
x +D5

�
; Ŝ2

17 = s2
y

�
S2
x +D6

s2
x +D6

�
;

Ŝ2
18 = s2

y

�
S2
x +D7

s2
x +D7

�
; Ŝ2

19 = s2
y

�
S2
x +D8

s2
x +D8

�
;

Ŝ2
20 = s2

y

�
S2
x +D9

s2
x +D9

�
; Ŝ2

21 = s2
y

�
S2
x +D10

s2
x +D10

�
:

Subramani and Kumarapandiyan [24] also sug-
gested an estimator based on the median and coe�cient
of variation of an auxiliary variable. The estimator
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of Subramani and Kumarapandiyan [24] is given as
follows:

Ŝ2
22 = s2

y

�
S2
xCx +Md

s2
xCx +Md

�
:

Khan and Shabbir [25] suggested an estimator as
follows:

Ŝ2
23 = s2

y

�
S2
x�+Q3

s2
x�+Q3

�
:

3. The suggested estimator

Encouraged by the work stated in Section 2, some new
ratio estimators of variance through the information
on the midrange and an interdecile range of auxiliary
variables are recommended. The midrange (MR) is
found as MR = X(1)+X(N)

2 , where X(1) and X(N) are
the smallest and largest order statistics in a population
of size N . Ferrell [26] veri�ed that since the midrange
is based on only extreme values of data, this measure
is sensitive to outliers. The next measure included
in this study is the interdecile range (IDR), which is
the di�erence between the 9th and 1st deciles of an
auxiliary variable and is de�ned as:

IDR = D9 �D1:

The major edge of IDR is its robustness against
outliers (cf., [27-31]). The proposed estimators can be
speci�ed as follows:

Ŝ2
p1 = s2

y

�
S2
x +MR
s2
x +MR

�
; Ŝ2

p2 = s2
y

�
S2
x + IDR
s2
x + IDR

�
;

Ŝ2
p3 = s2

y

�
S2
x�+MR
s2
x�+MR

�
; Ŝ2

p4 = s2
y

�
S2
x�+ IDR
s2
x�+ IDR

�
;

Ŝ2
p5 =s2

y

�
S2
xCx+MR
s2
xCx+MR

�
; Ŝ2

p6 =s2
y

�
S2
xCx+IDR

s2
xCx+IDR

�
:

The proposed and the existing estimators also belong to
the following general class of estimators for S2

y de�ned
as follows:

Ŝ2
i = s2

y

�
k1S2

x + k2

k1s2
x + k2

�
;

where k1, and k2 are either constant or functions of
known parameters of the population. The bias and the
Mean Squared Error (MSE) of Ŝ2

i can be obtained as
follows:

e0 =
(s2
y � S2

y)
(S2
y)

; e1 =
(s2
x � S2

x)
(S2
x)

:

Further:

s2
y = S2

y(1 + e0); s2
x = S2

x(1 + e1):

Based on the de�nition of e0 and e1, we obtain:

E(e0) = E(e1) = 0; E(e2
0) = 
(�2(y) � 1);

E(e2
1) = 
(�2(x) � 1); E(e0e1) = 
(�22 � 1):

The bias of the proposed estimators, Ŝ2
i , i = p1,

p2; :::; p6, is derived as follows:

Ŝ2
i = s2

y

�
k1S2

x + k2

k1s2
x + k2

�
; i = p1; p2; : : : ; p6:

Ŝ2
i = S2

y (1 + e0)
�

k1S2
x + k2

k1S2
x (1 + e1) + k2

�
;

Ŝ2
i = S2

y (1 + e0)
�

1
(1 +Rie1)

�
;

where:

Ri =
�

k1S2
x

k1S2
x + k2

�
;

Ŝ2
i = S2

y (1 + e0) (1 +Rie1)�1:

Assuming jRie1j < 1 so that (1+Rie1)�1 is expandable,
expanding the right-hand side of the above equation,
and neglecting the terms of e0s having power greater
than two, we get:

Ŝ2
i � S2

y = S2
ye0 � S2

yRie1 + S2
yR

2
i e

2
1 � S2

yRie0e1: (2)

Considering both sides of the above equation, we will
obtain:

E(Ŝ2
i � S2

y) =S2
yE(e0)� S2

yRiE (e1) + S2
yR

2
iE
�
e2

1
�

� S2
yRiE(e0e1):

So;

B
�
Ŝ2
i

�
= 
S2

yRi
�
Ri
�
�2(x) � 1

�� (�22 � 1)
�
:

The MSE of the proposed set of estimators, Ŝ2
i , i =

p1; p2; :::; p6, is derived as follows:

Squaring both sides of Eq. (2):

(Ŝ2
i � S2

y)
2

=(S2
ye0 � S2

yRie1+S2
yR

2
i e

2
1 � S2

yRie0e1)2:

Expanding the right-hand side of the above equation,
and neglecting the terms of e0s having power greater
than two, we get:

(Ŝ2
i �S2

y)2 = S4
ye

2
0+S4

yR
2
i e

2
1 � 2S4

yRie0e1:
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Considering both sides, we will obtain:

E(Ŝ2
i � S2

y)2 =
�
S4
yE(e2

0
�

+ S4
yR

2
iE
�
e2

1
�� 2S4

yRiE (e0e1) )2:

As is clear, the de�nition of MSE is:

MSE(Ŝ2
i ) = E(Ŝ2

i � S2
y)2:

Hence,

MSE(Ŝ2
i ) =
S4

y [(�2(y) � 1)

+R2
i (�2(x) � 1)� 2Ri(�22 � 1)];

where i = 1; 2; :::; 23 for existing estimators and i =
p1; p2; :::; p6 for the proposed estimators and where
Ri =

�
k1S2

x
k1S2

x+k2

�
, �2(x) = �04=�2

02, �2(y) = �40=�2
20,

and �22 = �22= (�20�02).
The proper selections of k1 are k2 are given in

Table 1.

3.1. E�ciency comparison
This section presents the conditions in which the pro-
posed estimators perform more capably than the usual
and the existing ratio estimators of variance. This
study used the notations of MSE(Ŝ2

pj) and MSE(Ŝ2
i )

(Table 1) for the proposed and the existing estimators,
respectively, for comparison purposes.

3.1.1. Comparison with usual ratio estimator of
variance

If the suggested estimators have lower MSE values
than those of the usual estimator, then they are more
e�cient. Mathematically, it is expressed as follows:

MSE
�
Ŝ2
pj

�
< MSE

�
Ŝ2
r

�
;

R2
pj
�
�2(x)�1

��2Rpj (�22�1)���2(x)�1
��2 (�22�1) :

(3)

After solving Eq. (3), we get Rpj < 2(�22�1)
(�2(x)�1) � 1.

Hence:

MSE
�
Ŝ2
pj

�
< MSE

�
Ŝ2
r

�
;

if:

Rpj <
2 (�22 � 1)�
�2(x) � 1

� � 1; (4)

where j = 1; 2; :::; 6.

Table 1. The suitable choices of k1 and k2 for the
existing and proposed estimators.

Estimators k1 k2

Ŝ2
1 1 �2(x)

Ŝ2
2 1 Cx
Ŝ2

3 1 �2(x)

Ŝ2
4 �2(x) Cx
Ŝ2

5 Cx �2(x)

Ŝ2
6 1 Md

Ŝ2
7 1 Q1

Ŝ2
8 1 Q3

Ŝ2
9 1 Qr

Ŝ2
10 1 Qd
Ŝ2

11 1 Qa
Ŝ2

12 1 D1

Ŝ2
13 1 D2

Ŝ2
14 1 D3

Ŝ2
15 1 D4

Ŝ2
16 1 D5

Ŝ2
17 1 D6

Ŝ2
18 1 D7

Ŝ2
19 1 D8

Ŝ2
20 1 D9

Ŝ2
21 1 D10

Ŝ2
22 Cx Md

Ŝ2
23 � Qs
Ŝ2
p1 1 MR
Ŝ2
p2 1 IDR
Ŝ2
p3 � MR
Ŝ2
p4 � IDR
Ŝ2
p5 Cx MR
Ŝ2
p6 Cx IDR

3.1.2. Comparisons with existing ratio estimators of
variance

The proposed estimators are considered to perform
better if the MSE values of the suggested estimators
are lower than those of existing estimators; in addition,
they are written in the algebraic form below:

MSE
�
Ŝ2
pj

�
< MSE

�
Ŝ2
i

�
;

R2
pj(�2(x) � 1)� 2Rpj(�22 � 1)

� R2
i (�2(x) � 1)� 2Ri(�22 �Ri): (5)

After solving Eq. (5), we get Rpj < 2(�22�1)
(�2(x)�1) � Ri.

Hence:

MSE
�
Ŝ2
pj

�
< MSE

�
Ŝ2
r

�
;
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if:

Rpj <
2 (�22 � 1)�
�2(x) � 1

� �Ri; (6)

where i = 1; 2; :::; 23 and j = 1; 2; :::; 6.

4. Practical study

The performances of the recommended estimators with
respect to the usual and the existing ratio estimators
of variance are judged by the use of 3 real populations.
Populations 1 and 2 are obtained from Murthy study
([32], p. 228) and Population 3 is taken from Cochran
study ([33], p. 152).

Table 2 presents the characteristics of 3 real
populations. The values of the constants and biases
of the existing and suggested estimators are reported
in Tables 3 and 4, respectively, whereas the MSE values
are reported in Tables 5 and 6, correspondingly.

According to Tables 3 and 4, it is found that the
recommended estimators have the smallest values of
constant in comparison with the usual and existing
ratio estimators of variance. Therefore, they also
satisfy the conditions given in Eq. (4) and (6), meaning
that the proposed estimators perform better than the
usual and the existing estimators.

The values of the biases of the recommended
estimators are also lower than those of the usual es-

timator and the existing estimators (cf. Table 3 versus
Table 4). Based on the comparison made between
the estimators (suggested by Isaki [3], Upadhyaya and
Singh [19], Kadilar and Cingi [20], Subramani and
Kumarapandiyan [21-24], and Khan and Shabbir [25])
and the proposed estimators, it is revealed that the
recommended estimators have the smallest values of
MSE, compared to the existing estimators; thus, it
is con�rmed that the proposed estimators are more
e�cient (cf. Table 5 versus Table 6).

5. Robustness study of the proposed
estimators

As in the previous sections, it was mentioned that
the measures used in this study, such as midrange
and interdecile range, were robust against outliers.
Thus, when there exist outliers in the data, these
measures perform more e�ciently than other measures
of locations. Therefore, in this section, the e�ciency of
the recommended estimators in the case of outliers is
evaluated. For this purpose, two real data sets obtained
from the Italian Bureau of the Environment Protection
(IBEP) are considered [34]. This dataset consists of
three variables: the entire quantity (tons) of reusable
waste collection in Italy in 2003 (Y ), the entire quantity
of reusable waste collection in Italy in 2002 (X1), and
the number of residents in 2003 (X2).

Table 2. Characteristics of the populations.

Parameters Population 1 Population 2 Population 3
N 80 80 49
n 20 20 20
�Y 51.8264 51.8264 127.7959
�X 2.8513 11.2646 103.1429
� 0.915 0.941 0.9817
Sy 18.3566 18.3566 123.1212
Cy 0.3540 0.3540 0.8508
Sx 2.7043 8.4561 104.4051
Cx 0.948 0.751 1.0435
�2(x) 3.5808 2.8664 5.9878
�2(y) 2.2667 2.2667 4.9245
�22 2.3234 2.2209 4.6977
Md 1.48 7.575 64.000
Q1 0.8650 5.1500 43.000
Q3 4.4525 16.975 120.000
Qr 3.5875 11.825 77.000
Qd 1.7937 5.9125 38.500
Qa 2.6587 11.0625 81.500
MR 5.73 17.955 254.500
IDR 6.45 21.303 210.800
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Table 3. The constants and biases of the existing ratio estimators of variance.

Estimators
Constant Bias

Population 1 Population 2 Population 3 Population 1 Population 2 Population 3

Ŝ2
r { { { 21.1851 10.8755 977.8210

Ŝ2
1 0.6713 0.9615 0.9995 4.6273 9.2911 975.2090

Ŝ2
2 1.149 1.0106 1.0001 31.7871 11.3281 978.2760

Ŝ2
3 1.9594 1.0418 1.0006 123.2439 12.6977 980.4370

Ŝ2
4 1.0376 1.0037 1.0000 23.6767 11.0315 977.8970

Ŝ2
5 2.0671 1.0564 1.0005 139.7088 13.3630 980.3280

Ŝ2
6 0.8317 0.9042 0.9942 14.8318 8.1742 959.1820

Ŝ2
7 0.8942 0.9328 0.9961 14.8318 8.1742 959.1820

Ŝ2
8 0.6216 0.8082 0.9891 2.9403 3.9136 926.4560

Ŝ2
9 0.6709 0.8581 0.993 4.6124 5.5032 944.6300

Ŝ2
10 0.803 0.9236 0.9965 10.1349 7.8268 961.1200

Ŝ2
11 0.7334 0.866 0.9926 7.0345 5.7698 942.7160

Ŝ2
12 0.919 0.9508 0.9968 16.2300 8.8710 962.7160

Ŝ2
13 0.9041 0.9395 0.9963 15.3820 8.4310 960.4740

Ŝ2
14 0.8842 0.9229 0.9959 14.2780 7.8010 958.1500

Ŝ2
15 0.8556 0.9135 0.9953 12.7550 7.4510 955.6580

Ŝ2
16 0.8317 0.9042 0.9942 11.5330 7.1100 950.1750

Ŝ2
17 0.7826 0.8937 0.9931 9.1800 6.7330 945.2260

Ŝ2
18 0.6708 0.8281 0.9915 4.6090 4.5290 937.5840

Ŝ2
19 0.5932 0.798 0.9876 2.0730 3.6100 919.4250

Ŝ2
20 0.5076 0.7409 0.978 1.1150 2.0220 874.8080

Ŝ2
21 0.4004 0.6723 0.9556 0.9560 0.3840 773.8070

Ŝ2
22 0.6005 0.7986 0.9889 2.2891 3.6275 925.5200

Ŝ2
23 0.8242 0.8763 0.9944 11.1581 6.1228 951.3160

Table 4. The related constants and biases of the proposed ratio estimators of variance.

Estimators
Constant Bias

Population 1 Population 2 Population 3 Population 1 Population 2 Population 3

Ŝ2
p1 0.5607 0.7993 0.9772 1.1681 3.6482 871.2280

Ŝ2
p2 0.5314 0.7705 0.9810 0.4293 2.8181 888.9080

Ŝ2
p3 0.5387 0.7894 0.9768 0.6072 3.3579 869.3280

Ŝ2
p4 0.5092 0.7596 0.9807 0.0795 2.5186 887.3120

Ŝ2
p5 0.5476 0.7494 0.9781 0.8296 2.2434 875.4970

Ŝ2
p6 0.5182 0.7159 0.9818 0.1213 1.3900 892.4940

Based on Figures 1 and 2, it is clearly observed
that there exist outliers in the data; therefore, the
recommended estimators are expected to outperform
the usual estimator and the existing estimators.

The characteristics of two outlier datasets are

reported in Table 7, and the MSE values of the existing
and the proposed estimators are given in Table 8.
Based on Table 8, it is revealed that the recommended
estimators have the least values of MSE in comparison
to the usual and existing estimators, proving that the
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Table 5. The mean squared error values of the existing ratio estimators of variance.

Estimators Population 1 Population 2 Population 3

Ŝ2
r 6816.634 3924.679 17428438

Ŝ2
1 3706.764 3657.936 17412179

Ŝ2
2 9269.550 4003.635 17431277

Ŝ2
3 33998.990 4249.233 17444749

Ŝ2
4 7373.862 3951.765 17428912

Ŝ2
5 38737.400 4371.851 17444068

Ŝ2
6 4828.674 3319.838 17257349

Ŝ2
7 5470.456 3480.095 17312838

Ŝ2
8 3511.960 2908.550 17112429

Ŝ2
9 3704.843 3097.985 17223314

Ŝ2
10 4572.937 3426.733 17324810

Ŝ2
11 4051.555 3132.900 17211588

Ŝ2
12 5755.732 3589.974 17334676

Ŝ2
13 5581.849 3520.089 17320816

Ŝ2
14 5359.549 3422.823 17306464

Ŝ2
15 5060.764 3370.162 17291096

Ŝ2
16 4828.674 3319.838 17257349

Ŝ2
17 4404.946 3265.482 17226968

Ŝ2
18 3704.416 2977.819 17180200

Ŝ2
19 3433.220 2876.527 17069806

Ŝ2
20 3338.948 2737.079 16803036

Ŝ2
21 3223.476 2660.747 16224064

Ŝ2
22 3451.181 2878.338 17106745

Ŝ2
23 4759.064 3180.344 17264364

Table 6. The mean squared error values of the proposed ratio estimators of variance.

Estimators Population 1 Population 2 Population 3

Ŝ2
p1 3372.184 2880.487 16781910

Ŝ2
p2 3343.609 2800.603 16886640

Ŝ2
p3 3348.396 2851.133 16770718

Ŝ2
p4 3338.740 2775.057 16877142

Ŝ2
p5 3356.334 2753.287 16807105

Ŝ2
p6 3338.975 2697.643 16908006
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Figure 1. Scatter graph of the �rst auxiliary and study
variables.

Figure 2. Scatter graph of the second auxiliary and
study variables.

proposed estimators are also superior in the presence
of outliers to the estimators used in this study.

Therefore, it can be concluded that the perfor-
mance of the proposed estimators is relatively better
than those of the usual and existing ratio estimators
of the variance in the case of the datasets with and
without outliers.

6. Summary and conclusions

To enhance the precision of estimators, the use of
auxiliary information is very important in both the
designing and estimation stages. This study devel-
oped some new ratio estimators of variance based on
the information obtained from the midrange and an
interdecile range of auxiliary variables. The proposed
estimators were compared with the estimators intro-
duced by Isaki [3], Upadhyaya and Singh [19], Kadilar

Table 7. Characteristics of the populations of extreme
values.

Parameters Population 4 Population 5

N 103 103

n 40 40

�Y 626.2123 62.621

�X 557.1909 556.5541

� 0.9936 0.7298

Sy 913.5498 91.3550

Cy 1.4588 1.4588

Sx 818.1117 610.1643

Cx 1.4683 1.0963

�2(x) 37.3216 17.8738

�2(y) 37.1279 37.1279

�22 37.2055 17.2220

Md 308.05 373.82

Q1 142.9950 259.3830

Q3 665.6250 628.0235

Qr 522.63 368.6405

Qd 261.3150 184.3203

Qa 404.31 443.7033

MR 3469.657 1906.840

IDR 1344.654 757.087

and Cingi [20], Subramani and Kumarapandiyan [21-
24], and Khan and Shabbir [25]. Based on the results of
this study, it was observed that the proposed estimators
showed better performance than their competitors in
terms of bias and mean squared error. The suggested
estimators also performed more e�ciently in the pres-
ence of extreme values than the usual and existing
estimators considered in this study. Hence, this study
strongly recommends using the proposed estimators
over the estimators considered in this study when usual
and unusual observations are present in the auxiliary
variables.
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Table 8. The mean squared error values of the existing
and proposed ratio estimators of variance in case of
extreme values populations.

Estimators Population 4 Population 5

Ŝ2
r 670393403 35796744

Ŝ2
1 670169924 35796635

Ŝ2
2 670402276 35796751

Ŝ2
3 670620841 35796853

Ŝ2
4 670393641 35796744

Ŝ2
5 670547872 35796844

Ŝ2
6 668667194 35794497

Ŝ2
7 669558617 35795178

Ŝ2
8 667000664 35793005

Ŝ2
9 667623709 35794527

Ŝ2
10 668911758 35795628

Ŝ2
11 668182966 35794084

Ŝ2
12 670096346 35795656

Ŝ2
13 669691427 35795383

Ŝ2
14 669396238 35795075

Ŝ2
15 669118092 35794793

Ŝ2
16 668667194 35794497

Ŝ2
17 668111552 35794131

Ŝ2
18 667307609 35793572

Ŝ2
19 666714281 35792130

Ŝ2
20 664721078 35791247

Ŝ2
21 663322785 35777147

Ŝ2
22 666982742 35791666

Ŝ2
23 669188509 35794692

Ŝ2
p1 666362968 35785940

Ŝ2
p2 664829191 35792258

Ŝ2
p3 666446248 35782352

Ŝ2
p4 664809727 35790664

Ŝ2
p5 663996842 35786824

Ŝ2
p6 666049543 35792642

(KFUPM), Dhahran, Saudi Arabia, for providing ex-
cellent research facilities.

Nomenclature

N Population size
n Sample size
Y Study variable
X Auxiliary variable
�X; �Y Population means

�x; �y Sample means

S2
y ; S

2
x Population variance of Y and X

s2
y; s

2
x Sample variance of Y and X

Sxy Population covariance between X
and Y

Cx; Cy Coe�cient of variation
Md Median of X
Q1 First (lower) quartile
Q3 Third (upper) quartile

 = 1=n
Qr = Q3�Q1 Inter quartile range
Qd = (Q3�Q1)=2 Semi quartile range
Qa = (Q3+Q1)=2 Semi quartile average

MR =
X(1)+X(N)

2
Mid-range

IDR = D9 �D1 Interdecile range
B(:) Bias of the Estimator
MSE(:) Mean squared error of the

estimator
Ŝ2
i Existing modi�ed ratio type

variance estimator of S2
y

Ŝ2
pj Proposed modi�ed ratio type

variance estimator of S2
y

Subscript

i For existing estimators
j For proposed estimators

Greek

� Coe�cient of correlation between X
and Y
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