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Abstract. The uncertainty of demand and lead time in inventory management has posed
challenges for the supply chain management. The purpose of this paper is to optimize
the total pro�t and customer service level of supply chain by robust parameter design of
inventory policies. This paper proposes system dynamics simulation, Taguchi method, and
Response Surface Methodology (RSM) to model a multi-echelon supply chain. Based on
the sequential experiment principle, Taguchi method combining location with dispersion
modeling method is adopted to locate the optimum area quickly, which is very e�cient to
optimize the responses at discrete levels of parameters. Then, fractional factorial design
and full factorial design are used to recognize signi�cant factors. Finally, RSM is used
to �nd the optimal combinations of factors for pro�t maximization and customer service
level maximization at continuous levels of parameters. Furthermore, a discussion of multi-
response optimization is addressed with di�erent weights of each response. Con�rmation
experiment results showed the e�ectiveness of the proposed method.

© 2019 Sharif University of Technology. All rights reserved.

1. Introduction

1.1. Supply chain simulation
During the last few decades, supply chain analysis
has become a major concern both in manufacturing
theory and in industrial practice. In the extended
sense, which is now prevailing in the literature, a
supply chain is associated with all the enterprises that
contribute to the production and sales of products
(goods or services). Several performance indices have
been proposed to evaluate the quality of a supply chain,
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particularly in terms of costs and value, decisional
integration, agility, reactivity, and reliability [1].

Using computer simulation to study the supply
chain optimization problems has become a new trend
in recent years. Many scholars use computer simulation
to obtain reliable data for the analysis of a supply
chain model. Simulation is used to model a system
or a process, giving support to decision-making that
enables the reduction of risks and costs involved in a
process; it becomes a tool for a process optimization.
It is also important to model the interaction among the
various participants precisely. Both the planning and
performance of activities should be considered. To be
speci�c, the typical activities include the management
of stock as well as production and delivery of �nal
products. The performance of each participant of the
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supply chain has impact on the performance of all other
participants. Hence, the importance of coordinating
the actions of various participants of the supply chain
should be taken into account [2,3].

Simulation, speci�cally discrete event simulation,
is an important tool in the analysis and evaluation of
a supply chain. A two-echelon supply chain model
is adopted widely to study the inventory control and
network design of the supply chain [4-6]. The multi-
echelon supply chain model (including factory, whole-
saler, distributor, and retailer) is studied to further
investigate the design problems in a complex supply
chain network [2,3,7-14]. One popular and classic
multi-echelon supply chain model is known as \Beer
Game" [15]. Shang et al. [16] selected Arena as their
working simulation environment to model a three-stage
supply chain with four retailers, one manufacturer, and
three suppliers. Shi et al. [17] also used Arena software
to support the process-centric modeling paradigm for
the 3PL-MRCD supply chain. Other variant versions of
Beer Game models have been widely used in researches
of supply chain management and optimization [8,9,11].
Thus, Arena is selected as the simulation environ-
ment for the supply chain simulation model in this
paper.

1.2. Robust parameter design
Robust Parameter Design (RPD) is an engineering
methodology intended as a cost-e�ective approach
to the improvement of the quality of products and
processes. In the basic assumptions, both controllable
factors (control variables) and uncontrollable/di�cult-
to-control factors (noise variables) are involved in
the quality characteristic of a process. The goal
of parameter design is to optimize a de�ned quality
characteristic by choosing the settings of the control
variables, while minimizing the variation imposed on
the process via the noise variables. Parameter design
was popularized in the mid-1980s by Japanese quality
consultant Genichi Taguchi. A panel discussion edited
by Nair summarized important responses to Taguchi's
ideas and methodology [18]. In the last decade, there
have been many applications and new developments in
this important area [19].

Design Of Experiment (DOE) [20] has been
widely used in the robust parameter design. By select-
ing the combination levels of the controllable factors to
reduce the system sensitivity to noise changes, robust
parameter design achieves the objective of reducing
the system performance variations. Through a sci-
enti�c design of experiments, the signi�cant factors
that inuence the system quality characteristics can
be identi�ed. After that, the optimal system outputs
can be achieved accordingly so as to optimize the
parameter combination design. Box and Wilson [21]
�rst used Response Surface Methodology (RSM) and

Myers and Montgomery [22] extended RSM to robust
optimization of real (non-simulated) systems. Taguchi
method and response surface method [12,14,17,23,24]
have been widely adopted in the robust parameter
design problems.

1.3. Rationale of the research
Hussain et al. [13] used system dynamics simulation
and Taguchi method to quantify the impact of a supply
chain's design parameters. According to the Taguchi
method, levels of each factor systematically vary across
a range of values, and all possible combinations of
factor levels (parameter values) are considered, while
not every combination has to be tested. Plenty
of researches [16,23,25-27] have also applied Taguchi
method and Response Surface Methodology (RSM)
successfully in the optimization of the supply chain
model.

The optimization problem of simulated systems
has been tackled by many methods; however, most
methods assume known environments. However, this
paper adopts a robust parameter design methodology
for uncertain environments; the uncertainty mainly
comes from demand and lead time. The Beer Game
model illustrated in the research of Kumer et al. [15]
has the primary inputs and outputs for the Beer Game
model. The primary decision or control variables for
the Beer Game are the reorder points and reorder quan-
tities. The basic Beer Game simulation only models
a single unit at each level in the supply chain, while
this paper uses the expanded model that incorporates
multiple units at each supply chain level to study
the performance of multiple enterprises in the multi-
echelon supply chain.

This paper uses the Arena simulation software [28]
to build Beer Game model for the analysis and op-
timization of supply chain system. Arena @Rockwell
software provides a modular object-oriented develop-
ment environment. It has a powerful user interface for
integration with popular software tools (such as Excel,
Visio, VBA, OptQuest, and Crystal Reports). A link
to the working Arena simulation model is provided
right here: http://factory.engr.stthomas.edu/simula
tion. To establish the model, a demonstration copy
of Arena software (version 8.0 or later) is required.

The classic Beer Game demonstrates intrinsic
capabilities of a simulation tool to facilitate integration
of a supply chain with steady-state random demands,
inventory management, and lead times encapsulated
in the time tested Beer Game. It represents a model
that can be scaled up to a larger network of suppliers,
Original Equipment Manufacturers (OEMs), etc. with
multiple products and other features that replicate
complexities in an industry supply chain. In this
model, it tracks all inventory levels and their associated
costs. Various management scenarios for the supply



L.N. Tang et al./Scientia Iranica, Transactions E: Industrial Engineering 26 (2019) 2971{2987 2973

chain management can be studied. The goal of the
proposed simulation model is to maximize total pro�t
and Customer Service Level (CSL) of the supply chain.
Taguchi method is adopted to �nd the optimal settings
of the decision variables to maximize total pro�t and
customer service level, respectively. Based on the
optimization design of decision variables at discrete
levels, response surface methodology is used to further
optimize the decision variables at continuous levels.
The multi-response optimization results are studied
under di�erent decision scenarios.

In recent years, many works of literature have
focused on the simulation optimization of a supply
chain, where the simulation model of the considered
supply chain problem is built; then, the sampling
method (e.g., Latin Hypercube Sampling (LHS), Monte
Carlo) and surrogate modeling method (e.g., RSM,
kriging) or other Genetic Algorithms (GA) [7,9,11,27]
are applied to analyze and model the simulation model.
Other modeling methods include Neural Network (NN)
[25], Particle Swarm Optimization (PSO) [27], Simu-
lated Annealing Algorithm (SAA) [7], Hybrid Robust-
Stochastic Programming (HRSP) [10], Ranking and
Selection (R&S) [8], and Integer Linear Programming
(ILP) [28]. Table 1 represents a comparative study for
a better conclusion on the major work in the literature.

The remainder of this paper is arranged as follows.
In Section 2, the methodology proposed in this paper
is introduced. A simulation model of the multi-echelon
supply chain is demonstrated in Section 3. In Section 4,
Taguchi method is used to optimize the total pro�t
and customer service level, respectively. In Section 5,
response surface methodology is adopted to explore the
optimal settings of inventory policies and reach multi-

response optimization. Finally, the results of this paper
are summarized in Section 6.

2. Methodology

A supply chain should be understood as a set of all the
organizations comprising the material (component or
product) supply, production, distribution, and selling
of goods to the �nal customer. Managing a supply
chain concerns activities that promote functional in-
teractions, both within a single company and amongst
distinct ones.

Methods for the supply chain management should
be able to simplify possible complexity in a supply
chain by adopting a systematic view of the whole chain.
Simulation is ideal for mapping these complex inter-
actions and for predicting non-linear outputs through
\What If" analysis. Running `What if' simulations to
test certain policies or strategies on complex models
can greatly aid the understanding of how the system
changes over time.

This paper investigates the impact of inventory
policy on the performance of a supply chain in a model
of the four-echelon supply chain, which su�ers from
uncertainties in demand and lead time. One of the
most commonly applied methodologies to study various
aspects of the Beer Game model is the control theoretic
technique. It is clear that these control-theoretic mod-
els are linear and cannot deal with non-linearities, such
as constraints of inventory policies at di�erent levels
of supply chain. Robust Parameter Design (RPD) is
an innovative statistical/engineering approach to o�-
line quality and productivity improvement. The main
idea of RPD is to make a process or product less sen-

Table 1. Summarized comparisons of some major works on simulation optimization.

Literature System type Multiple
responses

Robust
optimization

Modeling method

Shang et al. [16] 4-tier supply chain * * Taguchi, RSM
Kumar et al. [15] 4-tier supply chain OptQuest
Shukla et al. [23] 3-tier supply chain * * Taguchi, Psychoclonal algorithm
Yang et al. [14] Multi-structure supply chain * Taguchi, MCDM
Hussain et al. [13] 4-tier supply chain Taguchi
Li and Liao [25] Blood supply chain * Taguchi, NN, GA
Shi et al. [12] Cross docking * * LHS, RSM

Chu et al. [11] 3-tier distribution chain * * Monte Carlo,
Cutting-plane algorithm, RSM

Soleimani and Kanaan [27] Closed loop supply chain network * GA, PSO
Rooeinfar et al. [7] Supply chain network GA, SAA
Ye and You [9] 3-tier supply chain * * Kriging
Keyvanshokooh et al. [10] Closed loop supply chain network * HRSP
Tsai and Chen [8] 3-tier supply chain * R&S
Osorio et al. [28] Blood supply chain * ILP
This paper 4-tier multi-unit supply chain * * Taguchi, RSM
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sitive to noise variation through statistically designed
experiment by using the non-linearities between input
variable and output responses.

Compared with the embedded optimization algo-
rithm [15] in the simulation model, the RPD provides
a more strategic way to select the experiment points
needed to analyze in order to determine the optimal
setting of parameters. This adds more advantages
to the RPD method proposed in this paper over
other embedded optimization algorithms through its
statistical way of experiment design, which makes the
proposed methodology in this paper more e�cient.

Taguchi method and response surface methodol-
ogy are two popular RPD approaches. Taguchi method
is used to analyze quantitatively the performance of the
supply chain with respect to the supply chain's design
parameters (control factors). An optimal combination
of control factors derived from the optimal supply chain
performance can be obtained. However, the selection
of optimal setting of factors is limited to the designed
levels of their experiment, which are in discrete forms,
even though Taguchi method is very e�ective in �nding
an appropriate experimental region of factors that can
facilitate the following fractional factorial design and
RSM optimization.

Response surface methodology is able to �nd
the optimal combination of design parameters derived
from the optimal supply chain performance at their
continuous levels. According to the sequential principle
in the experiment design, a fractional factorial design
is �rst adopted to identify the signi�cant factors that
have signi�cant impact on the output responses. Then,
full factorial design with centre points is used to check
the presence of the curvature (second-order or higher-
order e�ect). If there is no curvature in the experiment
region, the steepest descent/ascent method is usually
applied to further search for the optimum experiment
region. When a signi�cant curvature is recognized,
axial points are added to the experiment design matrix
in order to analyze the non-linear relations between
responses and variables. Finally, the optimal combi-
nation of parameters can be obtained to achieve the
optimal responses.

The overall framework of the methodology pro-
posed in this paper is presented in Figure 1.

3. Multi-echelon supply chain model

In order to study the impact of inventory policy on
the performance of the supply chain, a four-echelon
supply chain is selected to model the ordering and
stocking situation of the supply chain, involving one
factory, two wholesalers, four distributors, and eight
retailers. The classic simulation case of Beer Game
is very popular in the research of supply chain simu-
lation and optimization. The Beer Game simulation

Figure 1. The overall framework of the proposed
methodology.

Figure 2. Supply chain structure.

model was originally developed in the 1960s at the
Massachusetts Institute of Technology's (MIT) Sloan
School of Management. Beer Game is a role-play game
to demonstrate the decision-making of supply chain
managers. In this paper, a variant of the popular
Beer Game is adopted, where each upstream supplier
has two downstream customer companies (shown in
Figure 2).

Beer Game uses Arena simulation software to
model the speci�c structure of the proposed supply
chain model, which reects the transmission of infor-
mation ows and material ows in the supply chain.
Arena software has a very helpful tool Process Ana-
lyzer to study the speci�ed responses under di�erent
combinations of control variables, which can derive the
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experimental data for the robust parameter design in
the following study.

3.1. Simulation logic of Beer Game
The four-echelon supply chain structure is shown in
Figure 2. In the proposed supply chain model, or-
der information transmits from customers to retailers.
Then, retailers order up to ful�ll their inventory from
upstream companies. Distributors and wholesalers also
order up to ful�ll their inventory from upstream. After
receiving orders from wholesalers, the factory sets up
its production line. In the meanwhile, products are
transferred from the factory to downstream and, �nally,
to customers. The transmission of information ows
(Orders) and material ows (Products) in the supply
chain is shown in Figure 3.

The simulation system of the supply chain il-
lustrated in Figure 4 shows the primary inputs and
outputs in the Beer Game model. The primary decision

Figure 3. Information ow and material ow.

Figure 4. Supply chain simulation system.

variables in this model are the reorder points and
reorder quantities. In the simulation model, there are
two sources of random variations: customer demand
and lead time. The Beer Game supply chain is designed
to deliver kegs of beer to retail customers. These
sales generate revenue when o�set by holding cost
of inventory and shortage penalty costs, providing a
measure of the potential system pro�tability. Both
material and information ows are subject to delays.
Customer demand arises at the retail store only. It is
assumed that customer demands in di�erent periods
(days) are independent, and identically distributed
random variables follow a Poisson distribution.

In the proposed model, a �xed quantity ordering
system is adopted as the inventory policy, which is also
known as Q model. That is, each enterprise has a
�xed reorder point and a �xed reorder quantity. The
Beer Game model tracks all inventory levels and their
associated costs. The goal of the Beer Game simulation
model is to maximize the total net pro�t and customer
service level of the supply chain.

The order processing logic of the retailer is shown
in Figure 5. Other companies including distributors,
wholesalers, and the factories share a similar order
processing logic with retailers. Particularly, when the
factories check the inventory level and �nd out that
the inventory level reaches the reorder point, they will
not place an order from upstream. Instead, they set
up production lines so that they can maintain the
inventory level at a reasonable position.

At each level of the supply chain, companies must
satisfy orders from their downstream participants (or
customers) as much as possible. In the case of a stock-
out, the excess demand is backlogged. A penalty cost is
assessed for backorders at each level of the supply chain
reecting the need to provide good customer service
throughout the supply chain. In particular, un�lled
demand at the retail level may either be backlogged for

Figure 5. Simulation logic of retailers.



2976 L.N. Tang et al./Scientia Iranica, Transactions E: Industrial Engineering 26 (2019) 2971{2987

later delivery or immediately lost. Thus, the unful�lled
retail demand is subject to either penalty cost or lost
sale cost.

The Arena Beer Game simulation model tracks
inventories and the number of orders at each level of
the supply chain. D is the index for day of the month;
L is the index for supply chain level, where:

L = 1 fretailerg ; 2 fwholesalerg ; 3 fdistributorg ;
4 ffactoryg :

The model tracks three inventory measures:

� Inventory onhand (L): It represents the number of
units physically in stock;

� Inventory onorder (L): It represents the number of
units that have been ordered, yet have not been
received;

� Backorder (L): It represents the total amount of
demand yet to be satis�ed.

These inventory measures can be combined to
calculate the net inventory position using the following
formulation:

Inventory position (L) = Inventory onhand (L)

+Inventory onorder (L)� Backorder (L) :

The Arena Beer Game simulation model tracks supply
chain costs and pro�ts on a daily basis for the four
supply chain levels. The cost and pro�t parameters
are shown in Table 2.

The daily operating cost is calculated for each
level by:

Cost (D;L) = Order cost (L)

� f0; if no order placed; otherwise 1g
+Holding cost (L) � Inventory onhand (L)

+Penalty cost (L) � Backorder (L)

+Lost sale cost � Lost sales; if

L = 1;Otherwise 0g:

The daily pro�t is calculated for each level by:

Pro�t (D;L) = Unit pro�t (L) �Units sold (L)

�Cost (D;L) :

3.2. Parameters setting and run of the
simulation model

This study aims to investigate the system behavior over
the product's production and distribution processes. In
the proposed model, a warm-up period of 30 days is set
before the simulation model starts to run so as to have a
steady running system. The termination time is set as
720 days, namely two years (assuming that each month
has 30 days for simpli�cation).

In order to have convergence running results, we
have made 30 replications of the system to obtain a
good point estimator. The simulation is run by a
computer equipped with Intel® Core i5, 3.30 GHz
CPU, and 4 GB RAM. The entire run of this simulation
model takes about 7 minutes.

Once we have built a working model, it is time
to verify and validate the model. Veri�cation is the
task of ensuring that the model behaves as intended;
more colloquially, it is known as debugging the model.
Validation is the task of ensuring that the model
behaves the same as the real system [26].

The veri�cation of the simulation model is to
check whether the processing path of orders and prod-
ucts is consistent with the distribution and sale process
in the supply chain. Usually, the animation of the
simulation model is checked for the veri�cation of the
simulation model. The animation of the simulation
model (shown in Figure 6) shows that the processing
path of orders is consistent with the distribution
procedures in the designed supply chain structure.

To validate a simulation mode, the results of
our model should be compared with those of the real
system. The Beer Game is a representation of a
production-distribution system at four levels, which is
a simpli�ed version of the supply chain system. The ac-
curate records on the actual system do not exist; then,
concentrating on the veri�cation and using the best
judgment of experts become an e�ective and e�cient
alternative to validate the model [26]. Therefore, the
validation analysis for the Beer Game simulation model
is to verify the correctness of simulation outputs [29].

Table 2. The setting of cost and pro�t parameters.

Retailer Wholesaler Distributor Factory

Order cost: $/order 25 50 100 200
Holding cost: $/unit day 0.125 0.25 0.223 0.16
Penalty cost: $/unit day 5 2.5 1.25 1
Unit pro�t: $/unit 4 3.75 3.5 3.25
Lost sale cost: $/unit 10 { { {
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Figure 6. The animation of Beer Game simulation model.

Figure 7. The crystal reports of time persistent statistics.

The Arena Beer Game simulation model provides
a wide variety of the simulation results reports available
via the Crystal Reports database incorporated into
Arena. Figure 7 shows the time-persistent statistics
of the Crystal Reports for a complete 24-month simu-
lation run. Arena time-persistent statistics track every
change in the reported inventory changes over 30 repli-
cates. The half width means a 95% con�dence-interval
half width, which is determined by the sample standard
deviation and replication times. The expression of half
width is as follows:

Half width = tn�1;1��=2
sp
n
; (1)

where n represents the replication times, s is the sample
standard deviation. To some extent, half width is
similar to the sample standard deviation. Consider the
on-hand stock as an example: The half widths of a
retailer, a wholesaler, a distributor, and a factory are
1.26, 2.06, 3.86, and 3.25, respectively. It is obvious
that the variation of on-hand stock shows an increasing
trend from downstream to upstream of the supply
chain, which is a vivid demonstration of bullwhip e�ect
in the multi-echelon supply chain. Thus, we believe
that the simulation model is able to capture the key

features and relationships in a supply chain system.
Therefore, the simulation model is con�rmed to be able
to represent a real supply chain system.

The simulation model of Beer Game starts from
retailers receiving orders from the market. Companies
from four echelons of the supply chain are involved in
this model. In the simulation system, two sources of
uncertainty are considered, that is, customer demand
and lead time. To be speci�c, customer demand can be
divided into two parts: �xed demand and uctuated
demand. In terms of the �xed demand, daily demand
equals 25. That is, each retailer receives an order of
25 products every day. The uctuated demand stands
for the random uctuations of the daily demand, which
follows a Poisson distribution in this model, as shown
in Figure 8.

Another source of uncertainty comes from lead
time, which can be divided into two parts: order
time and delivery time. Order time refers to the time
between the upstream enterprise sending the order
and the downstream enterprise receiving the order
information. Delivery time refers to the time between
the downstream enterprise making delivery and the
upstream enterprise receiving the delivered products.
To be speci�c, delivery time can also be divided into
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Figure 8. Daily demand.

two parts: �xed delivery time and uctuated delivery
time. The uctuated delivery time follows a Poisson
distribution. Table 3 shows the setting of lead time in
this study.

The simulation model tracks the inventory posi-
tions and orders of all the companies in the supply
chain. The decision parameters of inventory policies
are the reorder points and the reorder quantities, which
are determined by the following robust parameter
design and optimization in Sections 4 and 5. An
example of the retailer inventory analysis is shown in

Table 4, where the initial stock of the retailer is set as
100 units, the reorder point is 100 units, the reorder
quantity is 100 units, and the lead time is set as 4 days
with no variations.

In this paper, the initial setting of inventory
parameters is decided according to the Economic Order
Quantity (EOQ) of retailers, wholesalers, distributors,
and factory, which can be calculated according to
Eq. (2):

EOQ(L) =p
2 �Demand(L) �Order cost(L)=Holding cost(L):

(2)

The cost data presented in Table 2 can be used to
calculate the EOQ(L). The EOQ for each level of
the supply chain is shown in Table 5. According
to the EOQ for each level of the supply chain, the
initial values of reorder quantities for each level in the
simulation model are determined [15].

The simulation model can be used to analyze the
supply chain performance under di�erent settings of
decision variables by means of process analyzer, which

Table 3. The setting of lead time.

Lead time Retailer Wholesaler Distributor Factory

Fixed order time 0 2 2 2
Poisson order time 0 0 0 0
Fixed ship time 2 2 2 1
Poisson ship time 0.5 0.5 0.5 0.5
Total lead time 4.5 4.5 4.5 1.5

Table 4. An example of inventory analysis for the retailer.

Day Demand Inventory on
hand

Products on
order

Backorders Inventory
position

Products
ordered

Products
received

Products
sold

0 100 100
1 31 69 69 100 31
2 30 39 100 139 30
3 25 14 100 114 25
4 26 0 100 12 88 100 14
5 18 70 100 170 100 30
6 23 47 100 147 23
7 25 22 100 122 25
8 24 98 98 100 100 24
9 22 76 100 22
10 18 58 100 18

Table 5. The EOQ for each level of the supply chain.

Order quantities Retailer Wholesaler Distributor Factory

EOQ 100 141 299 707
Initial values of reorder quantities 100 150 300 700
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is a built-in tool in Arena. The process analyzer
is able to show the system performance under many
scenarios. In di�erent scenarios, the settings of simula-
tion parameters are di�erent. In addition, the process
analyzer helps us evaluate the experiment results in
a statistically valid way in the shortest amount of
time. As described in Section 3.2, the entire simulation
run takes about 7 minutes, while a scenario run in
the process analyzer only takes about 11 seconds.
Therefore, the process analyzer helps us implement
all experiment runs quickly rather than running the
simulation model under di�erent combinations of the
design parameters separately.

The objective of the supply chain model is to
maximize the total pro�t and customer service level.
To be speci�c, the total pro�t refers to the sum of
net pro�ts of the whole supply chain over a two-
year operation, reecting the e�ciency of supply chain
through pro�tability. The customer service level refers
to the product �ll rate of retailers over the supply
chain, which reects the e�ectiveness of the supply
chain through customer satisfaction. Therefore, the
maximization of pro�t and customer service level can
avoid the potential non-achievement of corporate goals
due to the ine�ective or ine�cient supply chain process.

4. Robust parameter design using Taguchi
method

Robust Parameter Design (RPD) is a quality improve-
ment technology put forward by Taguchi, which has
been widely applied to the optimization design of
products and processes. RPD is one of the most
e�cient quality improvement methods that combines
the statistical method with engineering technology. In
the simulation model, the input variables are divided
into controllable factors and noise factors. The main
idea of the RPD is to reduce the variation of the
response by selecting the settings combination of the
controllable factors. The basic principle of RPD is to
make the response insensitive to the changes in the
noise factors by taking advantages of the nonlinear
relationship between the response and the controllable
factors.

4.1. Controllable factors and noise factors
Controllable factors can change according to the ex-
periment design. In this paper, controllable factors are
the reorder points and reorder quantities, which can
be expressed as fF1; F2; F3; F4; F5; F6; F7; F8g, shown
in Table 6. Noise factors are hard to control or change,
and they represent the variations from the market
demand and the variations from lead time in this paper.
Noise factors are customer demand and lead time of
enterprises at each level of the supply chain, which can
be expressed as fD;S1; S2; S3; S4g. According to the

Table 6. Controllable factors and noise factors.

Controllable factors Settings

Reorder point of retailer, F1 75 100 150
Reorder point of wholesaler, F2 150 200 300
Reorder point of distributor, F3 300 400 600
Reorder point of manufacturer, F4 150 200 300
Reorder quantity of retailer, F5 75 100 150
Reorder quantity of wholesaler, F6 150 175 200
Reorder quantity of distributor, F7 200 300 500
Reorder quantity of manufacturer, F8 600 700 900

Noise factors Settings

Demand variation, D 0 1
Ship time variation of retailer, S1 0.1 0.5
Ship time variation of wholesaler, S2 0.1 0.5
Ship time variation of distributor, S3 0.1 0.5
Ship time variation of manufacturer, S4 0.1 0.5

perspective of Taguchi, noise factors are the root cause
of the variations in products or processes.

4.2. The cross array design and analysis
In order to study the e�ect of di�erent combinations
of controllable factor levels, a cross array, including an
inner array and an outer array, is used to arrange ex-
periment trials. The inner array is used to arrange the
controllable factors in trials through a control array of
factorial design, while the outer array is used to study
the di�erence between the same trial of the inner array
and di�erent settings of noise factors. The products of
the inner array and the outer array become the cross
array. According to the number of controllable factors
and noise factors and their corresponding levels in this
study, the inner array is set as orthogonal L27(38),
while the outer array is set as orthogonal L8(25).

This paper adopts the location and dispersion
modeling method to analyze the experiment's results.
To be speci�c, the mean of response samples from
the repeated experiments with noise factors is used as
the measure of location, while the standard deviation
of the response samples is used as the measure of
dispersion. Factors that signi�cantly inuence the
measure of location are de�ned as the location factors,
while factors that signi�cantly inuence the measure of
dispersion are de�ned as the dispersion factors.

When the location and dispersion modeling
method is used, di�erent strategies are adopted ac-
cording to di�erent types of optimization problems.
Taguchi mentioned three kinds of quality characteris-
tics: \the larger the better", \the nominal the best",
and \the smaller the better", while this paper only
refers to two of them.

For \the larger the better" problem, the levels
of location factors are �rst decided to maximize the
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total location; then, the levels of dispersion factors are
decided to minimize the total dispersion.

For \the smaller the better" problem, the levels
of location factors are �rst decided to minimize the
total location; then, the levels of dispersion factors are
decided to minimize the total dispersion.

It is worth noting that the �rst step in the location
and dispersion modeling method is to maximize the
signal-to-noise ratio (SNR) of responses. Signal-to-
noise ratio is used to evaluate the superiority of the
controllable factors combinations and the robustness of
the corresponding responses. In this paper, the robust
parameter design meant to maximize the pro�t and
customer service level is conducted separately for each
objective. Thus, the related two kinds of signal-to-
noise ratio are introduced under the maximization and
minimization optimization goals, respectively.

Assume that the measured values of the response
are y1; y2; y3:::ym, respectively, where the estimate of
mean is �y and the estimate of variation is s2 based
on two di�erent optimization goals: maximization and
minimization. The corresponding SNR is de�ned as in
Eqs. (3) and (4):

The smaller the better: SNS=�10 log

 
1
m

mX
i=1

y2

!
;

(3)

The larger the better: SNL=�10 log

 
1
m

mX
i=1

1
y2

!
:

(4)

Here, an experiment used for the total pro�t maximiza-
tion of the supply chain is introduced.

According to the main e�ect plots of Figures 9-11,
it is easy to determine how each factor inuences the

response in location and dispersion perspectives. To
be speci�c, the ranks of the main e�ects of SNR and
mean values for total pro�t are similar, meaning that
the maximization of means is consistent with that of
SNRs. According to the ranks of each factor's main
e�ect on the mean and dispersion of the response, the
classi�cation of factors can be obtained, as shown in
Figure 12.

The total pro�t of the supply chain can be
optimized according to the location and dispersion
modeling method. To be speci�c, �rst, the optimal
combination of the location factors that maximizes the
mean values of the response. Then, the optimal combi-
nation of the dispersion factors minimizes the standard
deviation values of the response. Meanwhile, the above
optimization steps should follow the principle of the
SNRs maximization. Thus, the optimal combination
of controllable factors can be obtained as follows:

fF1; F2; F3; F4; F5; F6; F7; F8g
= f100; 150; 400; 150; 100; 150; 300; 700g :

The predicted total pro�t is yP = 1685713:0765 and
SNRP = 124:596. The con�rmation experiment shows
that y�P = 1572497:7545 and SNR�P = 123:9266.

The con�rmation experiments are conducted un-
der eight sets of noise factors combinations (see outer
array L8(25)). Therefore, a general result can be
obtained. Based on the comparison of the con�rmation
results and the predicted result, it is observed that
the robust parameter design of pro�t maximization
has achieved the optimization goal well, verifying the
e�ectiveness of the Taguchi method.

The parameter design of customer satisfaction
maximization can be conducted following similar steps.

Figure 9. Main e�ects plot for SNRs.
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Figure 10. Main e�ects plot for means.

Figure 11. Main e�ects plot for SDs.

Figure 12. Location factors and dispersion factors.

The optimal parameter setting for the customer service
maximization is:
fF1; F2; F3; F4; F5; F6; F7; F8g

= f150; 300; 300; 200; 150; 200; 500; 700g :
The predicted customer service level is yC =

1:02563 and SNRC = 0:295542. Since the range of

customer service level is yC 2 (0; 1], the predicted
value should be altered to yC = 1. The con�rmation
experiment shows that y�C = 0:9975 and SNR�I =
�0:02163. Thus, the con�rmation result also veri�es
the e�ectiveness of the Taguchi method.

5. Optimization analysis using RSM

Response Surface Methodology (RSM) was �rst put
forward by Box and Wilson [21] and, then, became a
popular parameter optimization method that combines
mathematics with statistical analysis. In order to
optimize the proposed supply chain model, we have
to study how the response variable depends on the in-
dependent variables. RSM aims to obtain the optimal
response value (maximization, minimization or to the
target) by selecting a combination of the controllable
factors. To be speci�c, RSM follows a sequential
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process for designing experiments and �tting models
from the experiment data [30].

The �rst step of RSM is to identify the signi�cant
factors that inuence the output response, known as
the variable selection. Then, the �rst-order regression
model is adopted to �t the relationship between factors
and responses. After that, a full factorial design is
conducted to check the presence of the curvature. If
there is a curvature in the experiment region (optimum
experiment region), the second-order or higher-order
regression model is adopted to �t the experiment
data. Otherwise, the steepest descent/ascent method
is adopted to further explore the optimum experiment
region. Furthermore, the multi-response optimization
can be applied to study bi-objective or multi-objective
problems.

5.1. Variable selection and optimum search
The main idea of response surface methodology is to
estimate the function relations between the response
variables and independent variables based the experi-
ment data, where a simple linear regression model is
often adopted to �t the linear relations, as shown in
Eq. (5):
E (Y ) = �0 + �1X1 + �2X2 + :::+ �nXn: (5)

When there is a signi�cant curvature, a higher order
polynomial is adopted to �t the model. The imple-
mentation of RSM follows three steps:
1. Using a low-order polynomial to estimate the func-

tion relations between the response variables and
the independent variables at certain intervals;

2. Using the steepest descent (ascent) method to
determine the maximum descent (ascent) direction
of the response values and move the independent
variables along the speci�c direction step by step
to search for the optimum area, which shows a
signi�cant curvature;

3. Using a higher order polynomial to further esti-
mate the function relations between the response
variables and the independent variables at certain
intervals in order to obtain a better �tting model.

In order to reduce the arbitrariness in selecting
the starting experiment region, this paper uses the
optimal combinations of controllable factors obtained
by Taguchi method as the initial points to conduct
RSM design. For simpli�cation, the independent
variables are universally coded at the interval (-1, 1),
and the code method is shown in Eq. (6):

Xi =
Natural facor level(xi)�Initial facor level

Half interval width
: (6)

Here, consider the experiment design of pro�t max-
imization as an example. First, a 2(8�2) fractional
factorial experiment is conducted to select signi�cant
factors that inuence the total pro�t. The Pareto chart

Figure 13. The Pareto chart of the fractional factorial
experiment of pro�t (response is pro�t, � = 0:05).

of this experiment results shows that fF2; F3; F5; F1g
are signi�cant factors in the response, as shown in
Figure 13.

Then, the next step is to design a (24 + 4)
full factorial experiment with center points for the
signi�cant factors to estimate the function relationship
between the response and independent variables. The
�rst-order �tting model is presented in Eq. (7).

Y = 1416435� 20964X1 + 76890X2 + 24768X3

�30218X5: (7)

The ANOVA of (24 + 3) experiment shows signi�cant
evidence of curvature. Therefore, the optimum area is
found. The following Central Composite Face-centered
(CCF) discussed in Section 5.2 is conducted to further
�t this experiment model.

Similarly, the analysis of the 2(8�2) fractional
factorial design of CSL shows that fF1; F5; F2; F8; F3g
are the signi�cant factors in the response, as shown in
Figure 14.

Then, the 25 full factorial experiment of CSL
shows the �rst-order �tting model for the customer
service level maximization as in Eq. (8):

Y = 0:943431 + 0:053625X1 + 0:005038X2

+0:003381X3 + 0:010881X5 + 0:000288X8: (8)

The ANOVA of the full factorial experiment with
center points (25 + 3) for CSL maximization shows
signi�cant evidence of curvature. Then, axial points
are added to the full factorial experiment with center
points (25 + 3) in order to analyze the non-linear
relations between the CSL and inventory parameters,
as addressed in Section 5.2.

5.2. The analysis of the second-order response
surface design

The general form of a second-order �tting model in the
response surface design is presented in Eq. (9):
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Figure 14. The Pareto chart of the fractional factorial experiment of CSL (response is CSL, � = 0:05, only 30 e�ects
shown).

E(Y ) = �0+
kX
i=1

�1Xi +
kX
i=1

�iiX2
i

+
kX
i=1

kX
j

�ijXiXj : (9)

In Eq. (9), k stands for the number of independent
variables. When there is a signi�cant curvature in the
�rst-order linear model, a second-order model should
be adopted in order to improve the �tting e�ect of the
model.

According to the sequential principle of the RSM,
the second-order �tting model can be obtained by
adding axial points into the former full factorial ex-
periment. By adding 2k face-center points, where k
stands for the number of factors, the full factorial
experiment can be transformed into central Composite
Face-centered (CCF) design. The reason for choosing
face-center points, instead of axial points, comes from
the boundary limits of factors' values.

According to the CCF experiment for pro�t max-
imization, the ANOVA result shows that the derived
second-order response model is signi�cant, as shown in
Eq. (10):

YP = 1527832� 19228X1 + 74316X2 + 25217X3

�31763X5�56744X2
2�38160X2

3 +20973X1X2

+26275X1X3 + 13550X3X5: (10)

Therefore, this second-order model can be
adopted to predict the optimal response. The op-
timal combination of factors is fF �1 ; F �2 ; F �3 ; F �5 g =
f120; 175; 462; 75g, as shown in Figure 15. The pre-
dicted total pro�t is yp = 1577220, with the desirability
d = 0:92374. The con�rmation experiment shows that
y�P = 1581511:1917.

Figure 15. The optimization plot of pro�t maximization.

Similarly, the second-order response model of CSL
can be obtained, by Eq. (11):

YC = 0:99065 + 0:053626X1 + 0:004288X2

+0:002265X3 + 0:010126X5 � 0:04559X2
1

�0:02803X1X2 + 0:009366X1X5

�0:004228X2X5: (11)

The optimal combination of factors in the CSL
maximization can be obtained as follows:

fF �1 ; F �2 ; F �3 ; F �5 ; F �8 g = f175; 210; 500; 200; 600g :
The predicted customer service level is yC =

1:0149, with the desirability D = 1. For yC 2 (0; 1],
the predicted value should be altered to be Yc = 1. The
con�rmation experiment shows that y�C = 0:9987.
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5.3. Multi-response optimization
The above sections discussed the response surface
design with a single response problem. In many prac-
tical situations, however, problems involving multiple
responses need to be considered.

In the response surface design for pro�t maxi-
mization, fF1; F2; F3; F5g are the signi�cant factors,
and fF1; F2; F3; F5; F8g are the signi�cant factors in
customer service level maximization. Therefore, four
factors of fF1; F2; F3; F5g need to be considered in
the multi-response RSM design for the bi-objective
problems of pro�t and CSL maximization.

According to the optimal solutions of single re-
sponse optimization, the settings of signi�cant factors
for the multi-response optimization can be obtained, as
shown in Table 7.

A four-factor CCF design of the experiment is
conducted, and the ANOVA result shows that the
second-order response models for pro�t and CSL max-
imization are signi�cant, as shown in Eqs. (12) and
(13):

YP = 1557965� 64886X1 + 132071X2 + 62543X3

�37299X5 � 154284X2
2 � 62272X2

3

+57082X1X2 + 40735X1X3 � 25581X1X5

+75888X2X5 + 22412X3X5; (12)

YC = 0:99008 + 0:07897X1 + 0:02686X2 + 0:00382X3

�0:06486X2
1 � 0:01751X2

2 � 0:01509X1X2

�0:00382X2X3 + 0:00824X2X5: (13)

When multiple responses are considered simultaneously
in the RSM design, the weight for each response should
be clari�ed. In response optimizer, the weight has a
value range of [0.1, 10]. Here, two decision scenarios of
multi-response optimization are discussed.

� Scenario 1: Decision-makers pay much attention
to the total pro�t of the supply chain, while they
are less concerned with the customer service level.
Under this circumstance, the weight ratio of pro�t
and CSL is 10:0.1.

Table 7. The setting of factors for multi-response
optimization.

Factors F1 F2 F3 F5

Low level 100 120 300 70

High level 200 400 550 150

Figure 16. The optimization plot for pro�t and CSL
with a weight ratio of 10:0.1.

Figure 17. The optimization plot for pro�t and CSL
with a weight ratio of 0.1:10.

The optimization plot under this circum-
stance is shown in Figure 16. Based on Fig-
ure 16, the optimal solution is fF �1 ; F �2 ; F �3 ; F �5 g =
f117; 335; 474; 150g. The predicted total pro�t is
1641000, and the predicted CSL is 93.17%. To be
speci�c, the reorder point of the retailer is 117, the
reorder point of the wholesaler is 335, the reorder
point of the distributor is 474, and the reorder
quantity of the retailer is 150. The con�rmation
experiment shows that the total pro�t is 1597787,
and the customer service level is 94.31%.

� Scenario 2: Decision-makers are much more fo-
cused on the customer service level. The total pro�t
is not a major concern. Under this circumstance,
the weight ratio of pro�t and CSL is 0.1:10.

The optimization plot under this circumstance
is presented in Figure 17. The optimal solution
here is fF �1 ; F �2 ; F �3 ; F �5 g = f146; 349; 497; 150g. The
predicted total pro�t is 1632000, and the predicted
CSL is 100.05%. For CSL 2 (0; 1], the predicted
value should be altered to 100%. The con�rmation
experiment shows that the optimal total pro�t is
1588268, and the optimal customer service level is
98.88%.
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Table 8. The comparison of optimal solutions by di�erent methods.

Objective Method F1 F2 F3 F4 F5 F6 F7 F8 Optimum Improvement

Maximize
pro�t

Kumar et al. [15] 100 200 400 200 100 150 300 700 1561619 {

Taguchi [13,14,16,23,25] 100 150 400 150 100 150 300 700 1572498 0.70%

This paper 120� 175� 462� 150 75� 150 300 700 1581511 1.27%

Maximize
CSL

Kumar et al. [15] 100 200 400 200 100 150 300 700 88.82% {

Taguchi [13,14,16,23,25] 150 300 300 200 150 200 500 700 99.75% 12.31%

This paper 175 210 500 200 200� 200 500 600� 99.87% 12.44%

�Factors with star sign represent the signi�cant factors involved in the modeling process.

Based on the above scenarios, it is clear that
di�erent weight settings between responses have a great
impact on the �nal optimal solution. Therefore, it is
crucial to �gure out the weight of each objective in this
multi-response optimization problem, which usually
depends on the characteristics of a supply chain and
the opinions from supply chain managers.

6. Discussions and conclusions

In the supply chain inventory management, demand
uncertainty and variations from lead time have signif-
icant impacts on the performance of the whole supply
chain. Furthermore, these uncertainty problems may
constitute a severe threat to the balance and stability
of the supply chain system. Therefore, it is of great
importance to improve the robustness of the supply
chain by reducing the sensitivity of the supply chain
system from variations.

In this paper, Robust Parameter Design (RPD)
was proposed to solve inventory policy optimization
problems. Based on the supply chain simulation model,
Taguchi method and response surface methodology
were sequentially adopted to conduct robust parameter
design. Taguchi method was used to locate the
optimum experiment area quickly, which can e�ectively
reduce the inuence of noise factors' uctuations.
Response surface methodology was able to derive the
optimal response at continuous intervals of variables.
Furthermore, the multi-response optimization design
for pro�t maximization and inventory minimization
was discussed under two decision scenarios, which can
give some insights into the practitioners in the supply
chain management.

The e�ectiveness of the proposed methodology
can be shown through a comparison of optimal solu-
tions from di�erent methods. The setting of inven-
tory parameters, including reorder points and reorder
quantities, is the key decision problem in this paper.
In the simulation model, the initial values of reorder

quantities at each level were determined according to
the EOQ for each level, shown in Table 5. In addition,
the setting of inventory parameter in the simulation
model refers to the embedded optimization results
from Kumar et al. [15]. The robust parameter design
is widely used in the optimization of supply chain
simulation models, as shown in Table 1. The proposed
sequential robust parameter design in this paper was
compared with Taguchi method [13,14,16,23,25] and
embedded optimization method from Kumar et al. [15].
The comparison results are presented in Table 8.

According to Table 8, for pro�t maximization,
the optimal setting of reorder quantities from Taguchi
method [13,14,16,23,25] is consistent with the optimiza-
tion results of Kumar et al. [15], which are determined
from the EOQ values [15]. This is because of the
common goal shared with both the EOQ model and
Taguchi method, namely pro�t maximization. There-
fore, the e�ectiveness of the Taguchi method can be
veri�ed. In the proposed sequential RPD approach,
the Taguchi method was adopted to determine the
optimal combination of inventory parameters at their
discrete level; then, based on the discrete optimization
solution from Taguchi method, RSM was able to
solve the optimal setting of inventory parameters at
their continuous level. Therefore, the improvement of
the proposed approach was more signi�cant than the
Taguchi method.

In general, the proposed approach in this paper
showed its e�ectiveness through the comparison of
di�erent methods. To be speci�c, the improvement of
the proposed methodology for customer service level
maximization was proved to be more signi�cant than
that for pro�t maximization with a 12.44% improve-
ment. In addition, the proposed RPD method was
more e�cient in the experiment design than other em-
bedded optimization algorithms through its statistical
way of selecting experiment points, which often result
in considerable saving of experiment time.

In supply chain management, bullwhip e�ect is a
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popular problem. How to quantify and control bull-
whip e�ect from the perspective of robust parameter
design may become an interesting topic for further
study.
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