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Abstract. Transport pipes have been widely used for their several advantages including
their cost-e�ectiveness and simplicity of installation. These pipes are constantly in contact
with the 
owing 
uid and, therefore, their material properties may degrade due to the
di�usion of the 
uid into the material system. These conditions are exacerbated as a
result of high pressure and temperature of the transported 
uid. Therefore, to simulate
the behavior of such pipes, three interactive phenomena of mechanical stress, heat transfer,
and mass di�usion need to be investigated. This study considers the three mechanisms
simultaneously and provides an analytical solution to the corresponding coupled governing
equations. The results of this work are in good agreement with the results of double
coupled physics available in the literature and, therefore, can be used to predict the material
behaviour under complicated environmental conditions.

© 2018 Sharif University of Technology. All rights reserved.

1. Introduction

Transportation and storing of re�ned or crude
petroleum products, including oil and natural gas,
have been carried out by pipeline systems and vessels
for many years. This method ensures using a safe
means of transporting 
uids while providing a cost-
e�ective facility. Gas pipes and vessels are made
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from steel coated with anti-corrosion materials or
polymer materials that are usually corrosion resistant.
The material system is usually designed to withstand
di�erent irreversible damage mechanisms caused by
high temperature and pressurized 
uid. Depending
on the 
uid-polymer system and operating thermal
conditions, damage appears either locally [1] or in a
di�use way [1]. Because of the contact between 
uid
and the material system, the phenomenon of di�usion
may also occur.

Di�usion can cause gradual degradation of ma-
terial properties, but its e�ects become severer when
coupled with mechanical loading and temperature vari-
ations. It is known that coupling between the three
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physics of di�usion, structural mechanics, and heat
transfer makes the prediction of material's behavior
more complicated. Therefore, without having a suit-
able model, it is di�cult to analyze such problems
and determine parameters such as interactions be-
tween the 
uid and the material system, procedure of
di�usion, and intergranular fracture. To understand
the fully coupled thermal, mechanical, and di�usive
mechanisms, it is essential to know constitutive laws
and coupling mechanisms between the material and
the 
uid. The constitutive equations and interactions
can also be described as a function of temperature,
di�usant concentration, and 
uid pressure using ther-
modynamic equations so that the material behavior is
characterized.

There are various researches in open literature
that involve coupled physics using two di�erent ap-
proaches including theoretical and experimental stud-
ies. In both methods, a number of studies include
dual coupled physics and some others include triple and
quadruple problems.

For instance, in dual coupling studies, Vijala-
pura and Govindjee [2] proposed a coupled di�usion-
deformation mechanism. Their research focused on
numerical simulation of the mechanism by using the
balance laws to develop partial di�erential equations
and to solve these nonlinear equations using �nite ele-
ment and �nite di�erence methods. Holalkere et al. [3]
studied moisture and hygrothermal stress evaluated
by fracture mechanics and �nite element analysis on
polymers. In their study, plastic package delamination
was evaluated in order to obtain moisture sensitivity of
plastic encapsulated microcircuits.

Govindjee and Simo [4] worked on the coupling
which could happen in di�usive-mechanical problems
and later, Busso [5] mentioned the interactions between
mechanics and oxidation. Klop�er and Flaconneche [6]
mentioned the di�usion process, which was a function
of concentration. This phenomenon happens when
a polymer material is plasticized by the penetrant.
Teh et al. [7] described the e�ect of the coe�cient
of moisture expansion mismatch. They used �nite
element method to study this e�ect on hygroscopic
swelling stress.

Abdel Wahab et al. [8] investigated the behavior
of di�usion in adhesively bonded carbon �bre poly-
mer composites. The research analyzed a nonlinear
transient moisture problem using �nite element model
to evaluate moisture concentration as input data in
stress analysis. Then, a comparison was made between
analytical solution and the obtained results, which
indicated that the thinner adhesive layer agreed well
with the analytical solutions. Wong et al. [9] discussed
�nite element modeling in electronic multi-material
packages with de�nite temperature and humidity as
boundary conditions to solve the coupled di�usion and

thermal processes. This simulation was performed
based on experimental results.

Also, Yu and Pochiraju [10] studied the coupled
phenomena in polymer composite materials considering
temperature-dependent di�usion coe�cients. Shirangi
et al. [11] proposed another numerical method to obtain
residual moisture content in modeling of components
and IC packages.

Similarly, triple coupled physics were investigated
by some authors such as Lin and Tay [12]. They
used �nite element method to predict delamination
occurring in hygroscopic and thermal stresses in IC
packages. Moreover, Yi and Sze [13] described moisture
distribution and residual stress in IC packages, which
were a�ected by temperature and moisture. Moreover,
Chang et al. [14] explained moisture di�usion in plas-
tic ball grid array packages while neglecting residual
stresses. A similar study was done by Lahoti et al. [15]
to conduct a three-dimensional �nite element analysis
of 
ip chip ball grid array packages. Viscoelastic
behavior of polymeric components was studied by
Dudek et al. [16]. Fan and Zhao [17] also proposed
sequential coupled equations including moisture dif-
fusion, heat conduction, and material deformation in
encapsulated microelectronics devices. Their study was
later extended by Rambert et al. [1] to develop a fully
coupled mechanical-di�usion-thermal model.

There are also some experimental studies such as
the works of Briscoe et al. [18,19] and Liatsis [20], which
con�rm the existence of a strong coupling between
mechanical, thermal, and di�usion procedures. Some
studies also include both theoretical and experimental
investigations of the coupled physics, such as the recent
work of Haghighi-Yazdi and Lee-Sullivan [21].

One of the most complete models studying triple
coupled physics has been proposed by Rambert et
al. [1] and includes the e�ective factors simultaneously.
Rambert et al. [1] suggested a fully coupled mechanical-
di�usion-thermal model, which was developed based on
�nite element analysis. They used a Representative
Volume Element (RVE) to illustrate thermo-di�uso-
mechanical behavior of polymers. The considered RVE
is the simplest one including a homogenous mixture
of polymer and gas. This RVE is also explained in
the thermodynamics of continuous media with internal
variables. Therefore, the material characteristics have
constant values. The considered RVE, however, does
not include all sophisticated thermomechanics coupled
with di�usion properties. Therefore, Rambert et al. [1]
analyzed the problem in micro-scale, in which there
exist di�erent kinds of RVE depending on types of
materials and considering how di�usion happens, as
follows:

1. Monophasic modeling divided into three cate-
gories of Homogeneous Mixture, Saturated Porous
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Medium with an Impermeable Skeleton, and Porous
Medium with a Permeable Skeleton. This is suit-
able for amorphous materials;

2. Biphasic modeling divided into two categories of
Unsaturated Porous Medium with an Impermeable
Skeleton and Unsaturated Porous Medium with a
Permeable Skeleton. This is suitable for modeling
the polymer mechanical behavior.

Moreover, this RVE is an open system and, thus,
exchanges heat as well as matter with the surrounding
medium. In addition, the material is assumed to be
isotropic and is studied in the framework of small
perturbations. Finally, a strong assumption, which
consists in keeping each RVE characteristic constant
in time and space, is made. To analyze this kind of
situation means that thermo-di�uso-mechanical mod-
els describing micro and nanoscale are suitable [22].
Rambert and Grandidier [23] and Rambert et al. [1]
extended the model further to include gradient-type
elasticity. To the best of the authors' knowledge, there
is no work in open literature on quadruple coupled
physics.

Classical continuum mechanics has usually been
employed by most researchers to develop the cou-
pled physics. However, classical continuum mechanics
can only describe bulk materials without considering
surface e�ect, which can have signi�cant in
uence
on constitutive equations. Therefore, to consider
the e�ect of surfaces in continuum mechanics, some
additional parameters should be added to the conven-
tional theorems of continuum mechanics. Moreover,
considering surfaces plays a signi�cant role in a�ecting
the properties of the bulk material exposed to humid
environments, which cause the initiation of di�usion
and subsequent possible chemical reactions. To analyze
the e�ect of surfaces and obtain constitutive laws,
some investigations [24,25] have been conducted in
di�erent approaches to describe the surface e�ect based
on Helmholtz energy. This energy is separated into
two parts for the surface and the bulk material to
explain their interactions [24,25]. A number of studies
deal with multi-physics and describe their constitutive
equations and material's responses. Di�erent modeling
approaches have been proposed, e.g., in the work of
McBride et al. [22] who proposed a model at the
micro- and nano-scales. This is while some other
investigations tried to explain size-dependent response
of materials, e.g., the works of Duan et al. [26], Miller
and Shenoy [27], Mitrushchenkov et al. [28], Yang et
al. [29], Wei et al. [30], and Yvonnet et al. [31].

Some studies considered material surface e�ects
on the mechanical and thermal descriptions [32-35].
Gurtin and Murdoch [32] described surface stress in
elastic media. They used kinematics and balance laws
for the surface to explain tensorial nature of surface

tension. This research was then extended by adding
the thermal e�ect by Angenent and Gurtin [33]. Gurtin
and Struthers [35] employed a novel description of
surface e�ect to show the role of surface separating
distance phases.

Daher and Maugin [36] proposed a method to
obtain equations for interface in thermomechanical
solid and, therefore, described complicated situations.
Dolbow et al. [37] mentioned swelling of a hydrogel,
which dealt with �nite deformation. Their work was
further extended through considering thermal e�ects
by Ji and Gao [38]. Liu et al. [39] described adsorbate
interactions in nanoscale and explained the mechanical
properties of this phenomenon. Studies such as the
work of Steinmann [40] continued further to include
nonlinear continuum thermomechanics, di�usion, and
viscoelasticity.

Moreover, the main purpose of such studies is to
obtain governing equations to create a precise model.
Therefore, it is required to have a model which is
capable of representing three coupled equations in-
cluding di�usion, mechanical stress-strain, and thermal
e�ects.

As mentioned earlier, many investigations have
been conducted to understand the mechanism of in-
teraction of a 
uid and the material system. There
are, however, some restrictions to problem analysis
due to the existence of coupling between mechanical
and thermal physics. For example, Rodier-Renaud [41]
proposed isobaric expansion coe�cient as a function of
temperature for polyethylene, but di�culty in doing
tests makes such experimental study impossible. Cu-
nat [42] considered direct coupling while taking into
account speci�c free energy and internal dissipation
phenomena such as mechanical, thermal, and di�usion
mechanisms. Therefore, to model the behavior of a
polymer exposed to a gaseous environment with high
pressure and temperature, the interactions of three
physical phenomena should be considered from mod-
eling point of view. The interactions should include
both direct and indirect coupling.

There are usually two kinds of methods employed
in the open literature to analyze the problems involving
dual, triple, and quadruple coupled physics: semi-
coupled analysis and fully coupled analysis. One of
the studies which employed the fully coupled analysis
method is the work of Rambert et al. [1]. However,
the studies conducted by these authors are limited
to numerical studies and, to the best of the authors'
knowledge, there is no work in the open literature
including the analytical solution to fully coupled prob-
lems. Therefore, a complete model is required, which
can simultaneously include the e�ects of the three
mechanisms on material properties as well as di�erent
interactions. Using mathematical method to solve the
triple coupled equations can also provide a closed-
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form solution, which is preferable to numerical meth-
ods.

In this study, an analytical solution to the coupled
mechanisms of di�usion, structural mechanics, and
heat transfer is developed. The development of govern-
ing equations, which is based on the model proposed by
Rambert et al. [1], is �rst explained. Next, an attempt
is made to solve the equations analytically using Hankel
transforms. The obtained closed-form solution is then
used to investigate the e�ects of di�erent coupling
coe�cients.

2. Constitutive law and concepts

To obtain an analytical solution to the full interaction
between mechanical, thermal, and di�usion phenom-
ena, some concepts need to be known about constitu-
tive laws. These are described in many existing works,
e.g., Fosdick and Tang [43], Gurtin and Murdoch [32],
Gurtin and Struthers [35], and Steinmann [40]. Below,
the two concepts of deformation and internal variables
are brie
y described.

2.1. Deformation
As mentioned before, it is important to consider the
assumptions of both surface and bulk e�ects in a
continuum, such as the one shown schematically in
Figure 1 [22], which depicts material particles as point
X that is related to body B0. Also, the surface is
denoted by S0, and N shows the unit normal to S0
(see [22] for further details).

Also, in order to map dX to dx, the following
mapping function is introduced [22,44]. To de�ne the
mapping as derivative of the motion with respect to the
reference placement, we use:

F (X; t) = Grad �(X; t); (1)

where the invertible tangent map F:T�0 ! T�t (that
is, the deformation gradient) maps a line element,
dX�T�0, in the reference con�guration to a line el-
ement, dx�T�t, in the current con�guration. The

notation Tf�g denotes the tangent space to f�g. Also,
Gradf�g = @f�g=@X is the gradient operator with
respect to the reference placement and gradf�g =
@f�g=@x refers to the current displacement (as shown
in Figure 1). Therefore, to map other parameters such
as the absolute temperature T (X; t) > 0, F(X; t) maps
Grad � to grad T as follows [22,44]:

Grad T = FT grad T: (2)

2.2. Internal variables
To include all parameters that may change during
mechanical and chemical phenomena, the introduction
of some internal variables is necessary to describe
thermomechanical equations.

It is therefore assumed that there exists a function
as follows [44]:

_�i = fi(T; F; grad T; �1; � � ��N ); i = 1 � � �N; (3)

where � is the internal state vector, � = �(X; t) =
(�1; �2; � � � ; �N ), and the number �i = �i(X; t) is
the internal state variables. Finding logical rela-
tion through thermodynamical conditions governed by
Clausius-Duhem inequality between di�erent parame-
ters in Eq. (3) is important.

3. Coupled triple phenomena

As mentioned before, Rambert et al. [1] suggested a
model that involved triple coupled physics and Ram-
bert and Grandidier [23] extended this investigation,
but they did not solve the equations analytically.

Moreover, the RVE was modeled with some
characteristics such as RVE being assumed as an
open system, which therefore, traded heat as well as
matter with the surrounding medium. In addition, the
material was assumed to be isotropic and was studied
in the framework of small perturbations [45]. Finally,
a strong assumption was considered by keeping each
RVE characteristic constant with respect to time and

Figure 1. The motion ' of the body from initial con�guration to current con�guration [22].
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space. Fick's type law dominates di�usion, which is
driven by concentration gradients.

Among the di�usion models described by Ram-
bert et al. [1], a model was selected that implied
complicated descriptions of the RVE by coupling three
phenomena of di�usion, mechanical behavior, and
thermal condition. The di�usion model was related
to a semi-crystalline polymer as a porous medium.
Some researchers such as Michaels and Bixler [46,47]
proposed di�usion in this kind of material. Therefore,
the mixture framework was chosen to develop the
thermo-di�uso-mechanical model.

4. Equation development

To model the coupled equations using free and dissipa-
tive energy, internal variables representing the material
are introduced according to Eq. (3). Some parameters
such as stress, entropy, and chemical potential are
thermodynamic forces; and strain, temperature, and
normalized concentration are known as dual variables,
which are linked by speci�c free energy. On the
other hand, dissipative energy is employed to connect
di�usion to thermal event.

4.1. Multi-physics equations
As mentioned before, there are three coupled equations,
which involve the mechanical balance related to stress,
heat balance linked with �rst and second laws of
thermodynamics, and �nally, mass balance related to
mass di�usion.

4.1.1. Mechanical balance
The mechanical balance equation with some assump-
tions such as neglecting the inertia is derived from the
fundamental principle of dynamics as follows:

div� + �f = 0; (4)

where � is the total Cauchy stress tensor, f is the body
force per unit of mass at any point within the RVE,
div[�] denotes the divergence operator, and � is average
density of the mixture.

4.1.1.1 Derivation of stress equilibrium equations
The equilibrium equation by considering inertia e�ect
is:

�ij;j + �fi = � _vi: (5)

For isotropic case, it can be obtained that:

(�ij);j =(�+ �)
�
@2u
@r2 � 2

r2u+
2
r
@u
@r

�
+ �

�
@2u
@r2 � 2

r2u+
2
r
@u
@r

�
: (6)

Assuming that changes are in radius direction in a

spherical coordinate system and neglecting the body
force, by substituting Eq. (6) into Eq. (5), the reduced
constitutive equation of mechanical stress-strain is
obtained: 

@2u
@r2 � 2

r2u+
2
r
@u
@r

!
� (3�+ 2�)

(�+ 2�)
�T

@T
@r

� (3�+ 2�)
(�+ 2�)

�CSg
@C
@r
� 1

(�+ 2�)
��ui = 0: (7)

4.1.2. Thermal equation
To solve the constitutive equation of mechanical stress-
strain (Eq. (7)), the relation between displacement,
u, concentration, C, and temperature, T , need to be
known. To obtain the two variables of concentration
and temperature, the two mechanisms of di�usion and
heat conduction should be modeled according to Fick's
and Fourier's laws, respectively. The derivation will
be based on �rst and second laws of thermodynam-
ics.

4.1.2.1 Derivation of thermal equation
According to Clausius-Duhem's inequality and the �rst
law of thermodynamics, and by knowing that free
energy can be changed by three parameters like dis-
placement, concentration, and temperature, we have:


 = 
("ij ;�C;�T ): (8)

Then, it can be written:

T
�

@2

@"ij@T

"ij � @2

@T 2T � @2


@C2C
�
� �Q+ qi;i

+ [��+ Td]qmg;i = 0: (9)

For elastic behavior, the speci�c free energy, 
, of the
mixture (J/kg) can be expressed as follows [1]:


 = 
("e; Cg; Cp; T ); (10)

where T is temperature, "e is the in�nitesimal strain
tensor, and the gas and polymer normalized concentra-
tions are respectively denoted by Cg and Cp. Further-
more, the second law of thermodynamics de�nes the
volume dissipation related to entropy generation, and
dissipation potential and its dual are coupled through
Legendre-Fenchel transformation. Under the assump-
tion of a total coupling between dissipative phenomena,
the dual potential becomes a unique function [1]. When
the dissipation phenomena are assumed to be driven by
linear and fully coupled laws, the potential is quadratic
and leads to an isotropic case with the following laws:
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qmg;i = �Jmg = �K� ~DsggrdCg

+K�
3�+ 2�

�
grad [tr"e]

+
�
K� ~d� CT�

�
grdT; (11)

qi;i = �Jq = �
��

KT ~d� CT�
�
T

+
�
CT� � ~dK�

�
(�g � �p)

�
:grad T

� ~D�
K�

(K� (�g � �p) + CT�T ) sggrad Cg

+
(3�+2�)�C

�
(CT�T+K�(�g��p))grad [tr"e] ;

(12)

where k� is linked to the chemical potential gradient
e�ect on the gas mass 
ux, kT represents the thermal
gradient e�ect on the entropy 
ux, and CT� is a
coupling coe�cient corresponding to the temperature
(chemical potential) gradient e�ect on the mass (en-
tropy) 
ux.

Now, substituting the above equations into
Eq. (9), we can have:

�CV
dT
dt

=
�
KT +

�
K� ~d�2CT�

�
~d
�
:T:div(grad T )

+ r +
�
K� ~d� 2CT�

�
~d: (grad T )2

+
1
K�

�
D�106sg

�2(grad Cg)
2�(3�+2�)�TTtr

d"e

dt

� 2D�106sg
(3�+ 2�)

�
�Cgrad [tr"e] :gradCg

+K�

�
(3�+ 2�)

�
�C
�2

(grad [tr"e])2

+
�
CT� �K� ~d

� 1
K�

D�106sgTdiv (gradCg)

� �CT� �K� ~d
�
T

(3�+ 2�)
�

�Cdiv (grad [tr"e])

+ 2
�
CT� �K� ~d

� 1
K�

D�106sggrad Cg:grad T

�2
�
CT� �K� ~d

� (3�+2�)
�

�C (grad [tr"e]) :grad T:
(13)

4.1.3. Heat equation
4.1.3.1 Derivation of heat equation
Assuming that there are two separate mass balance
equations in the bi-component system leads to applying
the classical balance equation to polymer and gas. For
gas di�usion, we have:

�:sg
dCg
dt

= �div �Jmg: (14)

Obviously, the heat balance equation can be ob-
tained [1]:

�CV
dT
dt

=� div ~Jq + r � (3�+ 2�)�TTtr
d"e

dt

� h(�g � �p) + T ~d
i
:sg

dCg
dt

; (15)

where CV = T ( @S@T )"e;Ci is the speci�c heat at constant
strain and normalized concentration, �Jq is the heat 
ux
per unit area, and r is the volume density of heat
generated by an external source. The last term in
Eq. (15) corresponds to coupling between temperature
variation and gas di�usion within the polymer material.
By substituting the relation proposed by Rambert et
al. [1] for �g � �p in Eq. (15), we have:

�106sg
dCg
dt

= D�106sgdiv (grad Cg)

+K�
(3�+ 2�)�C

�
grad [tr"e]

+
�
CT� �K� ~d

�
div (grad T ) : (16)

5. Analytical solution

To develop a more straight-forward solution to the
three coupled physics equations, a spherical coordinate
system is assumed. Therefore, displacement, heat
conduction, and mass transfer are only considered in
radial direction, i.e., u = u(r; t), T = T (r; t), and
C = C(r; t). Also, separate boundary conditions are
employed for each boundary value problem. Cauchy
and Dirichlet boundary conditions have been employed
at the inner and outer surfaces. Thus, initial and
boundary conditions for displacement, temperature,
and concentration are, respectively, as follows:

Initial boundary condition for displacement:

u(r; 0) = F1(r); _u(r; 0) = F2(r):

Boundary conditions for displacement:

@
@r
u(Ri; 0) + k1u(Ri; 0) = B1(t);

@
@r
u(Ro; 0) + k2u(Ro; 0) = B2(t): (17a)
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Initial boundary condition for temperature:

T (r; 0) = F3(r):

Boundary conditions for temperature:

T (Ri; t) = g1(t); T (Ro; 0) = g2(t): (17b)

Initial condition for concentration:

C(r; 0) = F4(r):

Boundary conditions for concentration:

C(Ri; t) = f1(t); C(Ro; 0) = f2(t): (17c)

Now, the following new variables are de�ned:

u(r; t) =
1p
r
!(r; t); (18a)

T (r; t) =
1p
r

�(r; t); (18b)

C(r; t) =
1p
r

	(r; t): (18c)

By changing the variables in Eqs. (7), (13), and (16) to
the newly de�ned variables above, the standard format
of Hankel's equation will be obtained:

@2!
@r2 +

1
r
@!
@r
� 9

4r2! � � (1 + �)(1� 2�)
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�
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�
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�
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�
�
�
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= 0; (19)
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r
@�
@r
� 1

2
r�3=2�

�
� Jpr

�
1p
r
@2!
@r2 � r�3=2 @!

@r
+

3
4
r�5=2!

�
:
�

1p
r
@�
@r
� 1

2
r�3=2�

�
: (20)

The coe�cients in Eq. (20) can be calculated as follows:

A=kT +(k�d�2CT�) d; B=(k�d�2CT�) d;

r = 0; C =
1
k�

�
D�106sg

�2 ;
D = (3�+ 2�)�T ; E = 2D�106sg

3�+ 2��c
�

;

F = k�
�

(3�+ 2�)�c
�

�2

;

G = (CT� � k�d)
1
k�

�
D�106sg

�
;

H = (CT� � k�d)
(3�+ 2�)�c

�
;

I = 2 (CT� � k�d)
1
k�

�
D�106sg

�
;

J = 2 (CT� � k�d)
(3�+ 2�)�c

�
;

�106sg
d	
dt

= D�106sg
�
@2	
@r2 +

1
r
@	
@r
� 1

4r2 	
�

+k�
(3�+ 2�)�C

�
p
r

:

  
2
r

�
1p
r
@2!
@r2 � r�3=2 @!

@r
+

3
4
r�5=2!

�
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+
@
@r

�
1p
r
@2!
@r2 � r�3=2 @!

@r
+

3
4
r�5=2!

�!!
+ (CT� � k�d)

�
@2�
@r2 +

1
r
@�
@r
� 1

4r2 �
�
: (21)

Also, using Eqs. (18a) to (18c) for boundary and initial
conditions, the following relations are obtained:

Initial conditions:

!(r; 0) =
p
rF1(r); (22a)

�(r; 0) =
p
rF2(r); (22b)

	(r; 0) =
p
rF4(r): (22c)

Boundary conditions:

@
@r
!(Ri; 0) + k01!(Ri; 0) = B01(t);

@
@r
!(Ro; 0) + k02!(Ro; 0) = B02(t); (23a)

�(Ri; 0) =
p
Rig1(r);

�(Ro; 0) =
p
Rog2(r); (23b)

	(Ri; 0) =
p
Rif1(r);

	(Ro; 0) =
p
Rof2(r): (23c)

To solve the triple coupled Eqs. (19)-(21), the equations
need to be divided into two parts, as follows:

! = !1 + !2; (24a)

� = �1 + �2; (24b)

	 = 	1 + 	2: (24c)

Then, the triple equations are divided into two parts
and resolved into the following boundary value prob-
lems: The boundary value problem represented by
Eq. (19), and related boundary and initial conditions
are:

@2!1

@r2 +
1
r
@!1

@r
� 9

4r2!1 = 
2 �!1; (25a)

@
@r
!1(Ri; 0) + k01!1(Ri; 0) = B01(t);

@
@r
!1(Ro; 0) + k02!1(Ro; 0) = B02(t); (25b)

!1(r; 0) = _!1(r; 0) = 0; (25c)

and: 
@2!2

@r2 +
1
r
@!2

@r
� 9

4r2!2

!
� � (1 + �)(1� 2�)

E(1� �)
!2

� (3�+ 2�)
(�+ 2�)

�T
�
@�
@r
� �

2r

�
� (3�+ 2�)

(�+ 2�)
sg�C

�
@	
@r
� 	

2r

�
= 0; (26a)

@
@r
!2(Ri; 0) + k01!2(Ri; 0) = 0;

@
@r
!2(Ro; 0) + k02!2(Ro; 0) = 0; (26b)

!2(r; 0) =
p
rF1(r);

_!2(r; 0) =
p
rF2(r): (26c)

Similarly, the boundary value problem of Eq. (20), and
related boundary and initial conditions are:�

@2�1

@r2 +
1
r
@�1

@r
� 1

4r2 �1

�
=
�CV

�
d�1

dt
; (27a)

�1(Ri; t) =
p
Rig1(t);

�1(Ro; t) =
p
Rog2(t); (27b)

�1(r; 0) = 0; (27c)

and: 
@2�2

@r2 +
1
r
@�2

@r
� 1

4r2 �2

!
� �CV

�
d�2

dt

= Z(r;�2;	; !); (28a)

�2(Ri; t) = 0;

�2(Ro; t) = 0; (28b)

�2(r; 0) =
p
rF3(r): (28c)

Also, the boundary value problem of Eq. (21), and
related boundary and initial conditions are written as:

@2	1

@r2 +
1
r
@	1

@r
� 1

4r2 	1 � 1
D
d	1

dt
= 0; (29a)

	1(Ri; t) =
p
Rif1(t);

	1(Ro; t) =
p
Rof2(t); (29b)

	1(r; 0) = 0; (29c)
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and:

@2	2

@r2 +
1
r
@	2

@r
� 1

4r2 	2 � 1
D
d	2

dt
= ZZ(r; !;�);

(30a)

	2(Ri; t) = 0;

	2(Ro; t) = 0; (30b)

	2(r; t) =
p
rF4(r): (30c)

Eqs. (25a), (27a), and (29a) are of Bessel type and
can be solved by �nite Hankel transformation [48].
According to boundary conditions for boundary value
problems, i.e., Eqs. (25), (27), and (29), the kernels can
be written as [48]:

K1(r; �n)

=J1:5(�nr)
�
�n

d
dr
Y1:5(�nRi)+k01Y1:5(�nRi)

�
�Y1:5(�nr)

�
�n

d
dr
J1:5(�nRi)+k01J1:5(�nRi)

�
;

(31a)

K2(r; �m) =J0:5(r�m)Y0:5(Ri�m)

� J0:5(Ri�m)Y0:5(r�m); (31b)

K3(r; 
p) =J0:5(r
p)Y0:5(Ri
p)

� J0:5(Ri
p)Y0:5(r
p): (31c)

�n, �m, and 
p are positive roots of the equations
below: 

d
dr
Y1:5(�nRi) + k01Y1:5(�nRi)

!
�
d
dr
J1:5(�nRo) + k02J1:5(�nRo)

�
=
�
d
dr
Y1:5(�nRo) + k02Y1:5(�nRo)

�
�
d
dr
J1:5(�nRi) + k01J1:5(�nRi)

�
; (32a)

J0:5(�mRi)Y0:5(�mRo)�J0:5(�mRo)Y0:5(�mRi)=0;
(32b)

J0:5(
pRi)Y0:5(
pRo)� J0:5(
pRo)Y0:5(
pRi) = 0:
(32c)

Now, using Hankel transformation in Eqs. (25a), (27a),
and (29a), we have:

H

(
1

2

�
@2!1

@r2 +
1
r
@!1

@r
� 9

4r2!1

�
� �!

)
=

2
�
�n d

drJ1:5(�nRi) + k01J1:5(�nRi)
�


2
�
�n d

drJ1:5(�nRo) + k02J1:5(�nRo)
�B02(t)

� 2

2�

B01(t); (33a)

H
�

�
�CV

�
@2�1

@r2 +
1
r
@�1

@r
� 1

4r2 �1

�
� d�1

dt

�
=

�
�CV

�
2J0:5(�mRi)
�J0:5(�mRo)

p
R0g2(t)� 2

�
p
Rig1(t)

�
;

(33b)

H
�
@2	1

@r2 +
1
r
@	1

@r
� 1

4r2 	1 � 1
D
d	1

dt

�
=
�

2J0:5(
pRi)
�J0:5(
pRo)

p
R0f2(t)� 2

�
p
Rif1(t)

�
: (33c)

Now, the following equations are obtained:

�2
n

2 �!1(t; �n) +

@2 �!1(t; �n)
@t2

=
2
�
�n d

drJ1:5(�nRi) + k01J1:5(�nRi)
�


2�
�
�n d

drJ1:5(�nRo) + k02J1:5(�nRo)
�B02(t)

� 2

2�

B01(t); (34a)

�
�CV

�2
m

��1(t; �m) +
d��1(t; �m)

dt

=
�
�CV

�
2J0:5(�mRi)
�J0:5(�mRo)

p
Rog2(t)� 2

�
p
Rig1(t)

�
;

(34b)

D
2
p

�	1(t; 
p) +
d�	1(t; 
p)

dt

= D
�

2J0:5(
pRi)
�J0:5(
pRo)

p
Rof2(t)� 2

�
p
Rif1(t)

�
:
(34c)

Using Laplace transformation leads to the following:

�!1(t; �n) = L�1

(
�(S)

S2 + �2
n

2

)
; (35a)

��1(t; �m) = L�1

(
�(S)

S2 + �
�CV �

2
m

)
; (35b)

�	1(t; 
p) = L�1
�


(S)
S2 +D
2

p

�
; (35c)



E. Mahdavi et al./Scientia Iranica, Transactions B: Mechanical Engineering 25 (2018) 2738{2757 2747

where:

�(t) =
2
�
�n d

drJ1:5(�nRi) + k01J1:5(�nRi)
�


2�
�
�n d

drJ1:5(�nRo) + k02J1:5(�nRo)
�B02(t)

� 2

2�

B01(t);

�(t)=
�
�CV

�
2J0:5(�mRi)
�J0:5(�mRo)

p
Rog2(t)� 2

�
p
Rig1(t)

�
;


(t)=D
�

2J0:5(
pRi)
�J0:5(
pRo)

p
Rof2(t)� 2

�
p
Rif1(t)

�
:

The inverse �nite Hankel transform is obtained by
Eqs. 36(a) to 36(c), as shown in Box I. Finally, we
have:

!1(r; t) =
X
�n

anK1(r; �n)�!1(t; �n)

=
X
�n

�
anJ1:5(�nr)

 
�n

d
dr
Y1:5(�nRi)

+k01Y1:5(�nRi)

!
� Y1:5(�nr)

�
�n

d
dr
J1:5(�nRi)

+ k01J1:5(�nRi)
��

:L�1

(
�(S)

S2 + �2
n

2

)
; (37a)

�1(r;t) =
X
�m

bmK2(r; �m)��1(t; �m)

=
�2

2

X
�n

�
�2
mJ2

0:5(�mRi)
J2

0:5(�mRi)� J2
0:5(�mRo)

�
J0:5(r�m)Y0:5(Ri�m)� J0:5(Ri�m)Y0:5(r�m)

:L�1

(
�(S)

S2 + �
�CV �

2
m

)
; (37b)

	1(r;
p) =
X

p

EpK3(r; 
p) �	1(t; 
p)

=
�2

2

X
�n

 

2
pJ2

0:5(
pRi)
J2

0:5(
pRi)� J2
0:5(
pRo)

!
J0:5(r
p)Y0:5(Ri
p)� J0:5(Ri
p)Y0:5(r
p)

:L�1
�


(S)
S2 +D
2

p

�
: (37c)

The inverse �nite Hankel transform is as follows:

!1(r; t) =
X
�n

anK1(r; �n)�!1(t; �n); (38a)

�1(r; t) =
X
�m

bmK2(r; �m)��1(t; �m); (38b)

!1(r; t) =
X
�n

1
RoR
Ri
r (K1(r; �n))2 dr

=
�2
n�2 ��n d

drJ1:5(�nRo) + k02J1:5(�nRo)
�2�

k022 + �2
n

�
1� � 1:5

�nRo

�2
����

�n d
drJ1:5(�nRi) + k01J1:5(�nRi)

�2�
�
�
k022 + �2

n

�
1� � 1:5

�nRo

�2
����

�n d
drJ1:5(�nRi) + k01J1:5(�nRi)

�2�
K1(r; �n)�!1(t; �n): (36a)

�1(r; t) =
�2

2

X
�m

�
�2
mJ2

0:5(�mRi)
J2

0:5(�mRi)� J2
0:5(�mRo)

�
K2(r; �m)��1(t; �m); (36b)

	1(r; t) =
�2

2

X

p

 

2
pJ2

0:5(
pRi)
J2

0:5(
pRi)� J2
0:5(
pRo)

!
K3(r; 
p) �	1(t; 
p); (36c)

Box I
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	1(r; 
p) =
X

p

EpK3(r; 
p) �	1(t; 
p): (38c)

Therefore, Eqs. (25a), (27a), and (29a) are solved,
which lead, respectively, to Eqs. (38a) to (38c). Next,
the solution to Eqs. (26a) to (30a) will be developed.

First, the following relations, which can be easily
shown to satisfy the boundary conditions in Eqs. (26b),
(28b), and (30b), are assumed:

!2 = S(t)K1(r; �n); (39a)

�2 = P (t)K2(r; �m); (39b)

	2 = X(t)K3(r; 
p): (39c)

S(t), P (t), and X(t) are unknown time-dependent
functions that need to be obtained. By substituting
Eq. (33a) to Eq. (33c) into Eqs. (26a), (28a), and (30a),
we have: 

�S(t) +
�
�n



�2

S(t)

!
K1(r; �n)

=� 1

2

�
3�+ 2�
�+ 2�

�
�T
�
bm ��1 + P (t)

�
�
dK2(r; �m)

dr
� K2(r; �m)

2r

�
� 1

2

�
3�+ 2�
�+ 2�

�
sg�C

�
Ep �	1 +X(t)

�
�
dK3(r; 
p)

dr
� K3(r; 
p)

2r

�
; (40a) 

�
�CV

�2
mP (t) + _P (t)

!
K2(r; �m)

= WW (P; S; t; r; �m; 
p; �n) ; (40b) 
D
2

pF (t) + _F (t)

!
K3(r; 
p)

= WWW (P; S; t; r; �m; 
p; �n) ; (40c)

where:

WW (P;S; t; r; �m; 
p; �n)

=
�
�C

P (t)2K2(r; �m)

 
1p
r
d2K2(r; �m)

dr2

+ r�3=2 dK2(r; �m)
dr

� 1
4
r�5=2K2(r; �m)

!

� B
�C

P (t)

 
dK2(r; �m)

dr
� 1

2
r�1K2(r; �m)

!2

+
1
�C

P (t)

 
dK2(r; �m)

dr
� 1

2
r�1K2(r; �m)

!
 
�I
 
Ep �	1(t; 
p)

+X(t)
�

1p
r
dK3(r; 
p)

dr
1
2
r�3=2K3(r; 
p)

�
+ J (an�!1(t; �n) + S(t))

 
1p
r
d2K1(r; �n)

dr2

� r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

!!
=

1
�C

C

 �
Ep �	1(t; 
p) +X(t)

� dK3(r; 
p)
dr

� 1
2
r�1K3(r; 
p)

!!2

� 1
�C

DP (t)K2(r; �m)

:
�
an _�!1(t; �n) + _S(t)

� 1p
r
dK1(r; �n)

dr

� 1
2
r�3=2K1(r; �n)

!
� 1
�C

E (an�!1(t; �n)+S(t))2

 
d2K1(r; �n)

dr2

� r�1 dK1(r; �n)
dr

+
3
4
r�2K1(r; �n)

!
:
�

1p
r
dK1(r; �n)

dr
� 1

2
r�3=2K1(r; �n)

�
+

1
�C

F
p
r (an�!1(t; �n) + S(t))2

:
� 1p

r
d2K1(r; �n)

dr2 � r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

�2

+
1
�C

G
1p
r
P (t)K2(r; �m)
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:
�
X(t) + Ep �	1(t; 
p)

� d2K3(r; 
p)
dr2

+
1
r
dK3(r; 
p)

dr
1

4r2K3(r; 
p)

!
+

1
�C

HP (t)K2(r; �m) (an�!1(t; �n) + S(t))

:

 
2
r

 
1p
r
d2K1(r; �n)

dr2 � r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

!
+

 
@
@r

! 
1p
r
d2K1(r; �n)

dr2

�r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

!!
; (41)

WWW (P;A; t; r; �m; �n)

=z
�
bm ��1(t; �m) + P (t)

� ���2
mK2(r; �m)

�
+W (an�!1(t; �n) + S(t))

:

 
2
r

 
d2K1(r; �n)

dr2 � r�1 dK1(r; �n)
dr

+
3
4
r�2K1(r; �n)

!!
+
p
r
�
@
@r

� 
1p
r
d2K1(r; �n)

dr2

� r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

!
:
(42)

Also, the orthogonal property according to [48] is used:Z b

a
rK1(r; �n)K1(r; �q)dr = Mn�nq; (43)Z b

a
rK2(r; �m)K1(r; �q)dr = Nm�mq; (44)Z b

a
rK3(r; 
p)K3(r; 
q)dr = Op�pq; (45)

where �ij is the Kronecher delta.

Brie
y, we consider the �nal form of Eq. (34a) to
Eq. (34c) as: 

�S(t) +
�
�n



�2

S(t)

!
= �AA �bm ��1 + P (t)

�
�BB �Ep �	1 +X(t)

�
; (46a) 

�
�CV

�2
mP (t) + _P (t)

!
Nm + CCP (t)2Nm

�DDP (t)2�EE �EP �	1(t; 
p)+X(t)
�
P (t)

FF (an�!1 (t; �n) + S(t))P (t)

=HH
�
Ep �	1(t; 
p) +X(t)

�2
�KKP (t)

�
an _�!1 (t; �n) + _S(t)

�
� LL (an�!1 (t; �n) + S(t))2

+MM (an�!1(t; �n) + S(t))2

+NNP (t)
�
EP �	1(t; 
p) +X(t)

� 1
�C

Nm

HP (t) (an�!1 (t; �n) + S(t)) ; (46b)�
D
2

pF (t) + _F (t)
�
Op = OO

�
bm ��1 (t; �m) + P (t)

�
+QQ (an�!1 (t; �n) + S(t)) : (46c)

Constant coe�cients are as follows:

AA =

 
1

Mn
2

�
3�+ 2�
�+ 2�

�
�T

RoZ
Ri

rK1(t; �n)

�
dK2(r; �m)

dr
� K2(r; �m)

2r

�
dr
�
;

BB =

 
1

Mn
2

�
3�+ 2�
�+ 2�

�
Sg�C

RoZ
Ri

rK1(t; �n)

�
dK3(r; 
P )

dr
� K3(r; 
P )

2r

�
dr

!
;

CC =
A
�C

 
1p
r
d2K2(r; �m)

dr2 + r�3=2 dK2(r; �m)
dr

� 1
4
r�5=2K2(r; �m)

!
;
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DD =
RoZ
Ri

rK2(r; �m)
B
�C

 
dK2(r; �m)

dr

� 1
2
r�1K2(r; �m)

!2

dr;

EE =
RoZ
Ri

rIK2(r; �m)
1
�C

 
dK2(r; �m)

dr

� 1
2
r�1K2(r; �m)

! 
1p
r
dK3(r; 
p)

dr

� 1
2
r�3=2K3(r; 
p)

!
dr;

FF =
RoZ
Ri

rJK2(r; �m)
1
�C

 
dK2(r; �m)

dr

� 1
2
r�1K2(r; �m)

! 
1p
r
dK3(r; 
p)

dr

� 1
2
r�3=2K3(r; 
p)

! 
1p
r
d2K1(r; �n)

dr2

� r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

!
dr;

KK =
RoZ
Ri

DK2(r; �m)
�C

 
1p
r
dK1(r; �n)

dr

� 1
2
r�3=2K1(r; �n)

!
dr;

LL =
RoZ
Ri

E
�C

 
d2K1(r; �n)

dr2 � r�1 dK1(r; �n)
dr

+
3
4
r�2K1(r; �n)

! 
1p
r
dK1(r; �n)

dr

� 1
2
r�3=2K1(r; �n)

!
dr;

MM =
RoZ
Ri

F
�C
p
r

 
1p
r
d2K1(r; �n)

dr2

�r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

!2

dr;

NN =
RoZ
Ri

G
�C

1p
r
K2(r; �m)

 
d2K3(r; 
p)

dr2

+
1
r
dK3(r; 
p)

dr
� 1

4r2K3(r; 
p)

!
dr;

OO =
RoZ
Ri

Z

 
��2

mK2(r; �m)K2(r; �m)rK3(r; 
p)

!
dr;

QQ =
RoZ
Ri

WrK3(r; 
p)

 
2
r

 
d2K1(r; �n)

dr2

� r�1 dK1(r; �n)
dr

+
3
4
r�2K1(r; �n)

!
+
p
r
�
@
@r

� 
1p
r
d2K1(r; �n)

dr2

�r�3=2 dK1(r; �n)
dr

+
3
4
r�5=2K1(r; �n)

!!
dr:

Solving the equations above results in S(t), P (t),
and X(t). Then, it is possible to obtain !2(r; t),
�2(r; t), and 	2 = (r; t). Now, we have three ordinary
equations, which should be solved simultaneously by
some mathematical manipulations. Therefore, we have:

u(r; t) =
1p
r

1X
n=1

anK1(r; �n)�!1(t; �n)

+
1X
n=1

S(t)K1(r; �n); (47a)

T (r; t) =
1p
r

1X
n=1

bmK2(r; �m)��1(t; �m)

+
1X
n=1

P (t)K2(r; �m); (47b)

C(r; t) =
1p
r

1X
n=1

EpK3(r; 
p) �	1(t; 
p)

+
1X
n=1

X(t)K3(r; 
p): (47c)
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Consequently, the triple coupled thermo-di�use-
mechanical equations are analytically solved using the
discussed method. It is a general solution, which can
be developed for any kind of boundary condition. It is
only su�cient to have the kernel of transformation to
obtain the response of triple coupled boundary value
problems.

6. Case study

In this study, the quasi-static thermoelasticity problem
of a pressurized sphere is analytically solved in which
material properties vary with radial position. The
axisymmetric equations of uncoupled thermoelasticity
are:

@2T
@r2 +

2
r
@T
@r
� �CV

�
dT
dt

= 0; (48a)

@2u
@r2 +

2
r
@u
@r
� 2u
r2 =

�(1 + �)
(1� �)

@T
@r

: (48b)

Constitutive law states that the relation between stress
components, radial displacement component, and tem-
perature is as follows:

�rr=
E

(1+�)(1�2�)

�
(1��)

du
dr

+2�
u
r
�(1+�)�T

�
;

(49a)

��� =
E

(1 + �)(1� 2�)

�
�
du
dr

+
u
r
� (1 + �)�T

�
:
(49b)

The analytical solution presented in the previous sec-
tion was applied to a thick hollow sphere of the inner
radius, Ri = 1 m, and outer radius, RO = 2 m. Internal
pressure exerted in inner surface of the hollow sphere
was �i = 100 MPa, and outer surface was assumed to
be traction-free. The thermal boundary conditions are
as follows:

�(Ri; t) = 100 MPa; (50a)

�(RO; t) = 0: (50b)

The material properties of sphere are shown in Table 1.
Solving the problem, the results are shown graph-

ically in the following. Distribution of radial stress
through the radial position is shown in Figure 2
for various instances of time. It can be seen that

Figure 2. Distribution of radial stress through the radial
position.

Figure 3. Distribution of hoop stress through the radial
position.

radial stress decreases with time so that it becomes
compressive as time grows up.

Figure 3 shows the distribution of hoop stress
versus radial position for various instances of time. It
is obvious that as time grows up, hoop stress becomes
compressive in all positions.

Temperature distribution through the thickness
of sphere is shown in Figure 4 for four time instances.

7. Validation

A spherically isotropic elastic hollow sphere problem is
chosen as a case study. The problem solved is similar
to the thermomechanical problem proposed by Wang
et al. (2003). For symmetric problems, only the radial
displacement is considered. Material properties are:

E = 200 GPa; � = 0:3; � = 10�6 1
K
:

Table 1. Material properties of sphere.

Poisson's
ratio

Elastic
modulus

Density Thermal
conductivity

Speci�c
heat

Coe�cient of
thermal expansion

� E (GPa) � (kg/m3) � (W/mK) CV (J/kg.K) �T (1/K�)
0.3 70 2707 204 903 23 � 10�6
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Figure 4. Distribution of temperature through thickness
at di�erent times.

Also, the boundary and initial conditions are as follows:
Mechanical boundary and initial conditions are:

�rr(RO; t) = �rr(Ri; t) = 0; (51a)

u(r; t) = u(r; 0) = 0: (51b)

Thermal boundary and initial conditions are of the
following form:

T (RO; t) = T (Ri; t) = 100; K = T0; (52a)

T (r; 0) = 0: (52b)

Mechanical stress for isotropic material is obtained by:

�rr(r; t) =
E

(1 + �)(1� 2�)

 
(1� �)

@u(r; t)
@r

+ 2
u(r; t)
r
� �(1 + �)T (r; t)

!
; (53a)

���(r; t) =
E

(1 + �)(1� 2�)

�
�
@u(r; t)
@r

+
u(r; t)
r

�
� �E

(1� 2�)
T (r; t): (53b)

Substituting Eqs. (51a) and (51b) into Eq. (53a) results
in:

@u(Ri; t)
@r

+
2�u(Ri; t)
Ri(1� �)

=
�E(1 + �)

(1� �)
T0; (54a)

@u(Ro; t)
@r

+
2�u(Ro; t)
Ro(1� �)

= 0: (54b)

Obviously, the boundary conditions above are of
Cauchy type.

On the other hand, using the change of variables
according to Eqs. (20a), (20b), and (20c), we have:

@!(Ri; t)
@r

+
5� � 1

2Ri(1��)
!(Ri; t)=

�
p
Ri(1+�)

(1� �)
T0;

(55a)

@!(Ro; t)
@r

+
5� � 1

2Ro(1� �)
!(Ro; t) = 0; (55b)

where initial conditions are:

!(r; 0) = 0; (56a)

_!(r; 0) = 0: (56b)

Also, a similar procedure is performed for Dirichlet
boundary and initial conditions:

_!(r; 0) = 0;

�(Ri; t) = T0
p
Ri; (57a)

�(Ro; t) = T0
p
Ro; (57b)

�(r; 0) = 0: (57c)

Eqs. (19) and (20) are rewritten for two coupled
mechanical and thermal problems; then, the following
relations are obtained:

@2!
@r2 +

1
r
@!
@r
� 9

4r2! � � (1 + �)(1� 2�)
E(1� �)

!

�
�

1 + �
1� �

�
�T
�
@�
@r
� �

2r

�
= 0; (58)

@2�
@r2 +

1
r
@�
@r
� 1

4r2 �� �C
K

@�
@t

= 0: (59)

To solve the mechanical and thermal equations, i.e.,
Eqs. (57) and (58), Eqs. (34a) and (34b), are respec-
tively, employed and the following relations are thus
obtained:

�!1(t; �n) = `�1

8<:� 2

2�

�
p
Ri(1+�)
(1��) T0

S
�
S2 + �2

n

2

� 9=;
= �2�

�

p
Ri(1 + �)
�2
n(1� �)

T0

�
1� cos

�
�nt



��
;
(60)

��1(t; �m) = `�1

8<: � 2
�
p
RiT0�

S + K
�CV �

2
m

�9=;
= � 2

��2
m

p
RiT0

h
1� e� K

�CV
�2
mt
i
: (61)
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Moreover, Eq. (40a) is rewritten for the two coupled
physics: 

�S(t) +
�
�n



�2

S(t)

!
= AA

�
bm ��

�
: (62)

Obtaining S(t) from Eq. (46a) leads to:

S(t)= `�1

8><>:
�
sS(0)� _S(0)

�
+bmAA

�
K
�C

�Q
(S)

S2+
�
�n



�2

9>=>;
= � 2

��2
m

p
RiT0AA

(�


�n

�2

� e� K
�C �

2
mt�

K
�C �2

m

�2
+
�
�n



�2

)

+
2
p
RiT0AAK


��CV �n
��

K
�C �2

m

�2
+
�
�n



�2
� sin

�
�n


t
�

+
2

��2
m

p
RiT0AA

(�


�n

�2

� e� K
�C �

2
mt�

K
�C �2

m

�2
+
�
�n



�2

)
cos
�
�n


t
�
: (63)

Using Eqs. (47a) and (47b), it is possible to obtain
!(r; t) and �(r; t) so that we can obtain u(r; t) and
T (r; t), as follows:

T (r; t) =
X
�m

�
bm ��K2(r; �m)p

r

�
; (64)

u(r; t) =
X
�m

�
an�!1K1(r; �n)p

r

�
+
X
�n

X
�m

�
S(t)K1(r; �n)p

r

�
: (65)

To obtain u(r; t), it is required to solve Eq. (63) for S(t)
by applying the boundary conditions:

S(t) =
X
�n

X
�m

 
� 2
��m

2p
RiT0AA

(�


�n

�2

� e� K
�C �

2
mt�

K
�C �2

m

�2
+
�
�n



�2

)

+
2
p
RiT0AAK


��CV �n
��

K
�C �2

m

�2
+
�
�n



�2
� sin

�
�n


t
�

+
2

��2
m

p
RiT0AA

(�


�n

�2

� e� K
�C �

2
mt�

K
�C �2

m

�2
+
�
�n



�2

)
cos
�
�n


t
�
: (66)

Now, the radial stress can be determined using the
obtained results for u(r; t) and T (r; t). The radial stress
can then be normalized in order to compare it with the
results presented by Wang et al. [49]. Normalized radial
stress is presented as a function of normalized factors,
which are de�ned by Wang et al. [49] as:

Non-dimensional time:

t� =
t

b� a
s
E(1� �)

�
:

Non-dimensional radius:

� =
r � a
b� a :

Non-dimensional radial stress:

��rr =
(1� 2�)�rr
E�T0

;

where inner and outer radii are represented, respec-
tively, by a and b.

Figure 5 demonstrates a comparison of non-
dimensional radial stress (��rr) versus non-dimensional
time (t�) obtained in this study with those presented by
Wang et al. [49]. To better illustrate the comparison of
the results, the values of nondimensional radial stress
obtained in this study for two values of � = 0:75 and

Figure 5. Variation of non-dimensional radial stress with
time in di�erent radial values for the isotropic hollow
sphere.
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Table 2. Comparison of nondimensional radial stress for
� = 0:75 and � = 0:5.

Current study Wang et al. [49] Error (%)
� = 0:75

0.25 0.26 0.04
0.2 0.21 0.05
0.18 0.17 0.06

� = 0:5

0.5 0.45 0.10
0.4 0.4 0.00
0.3 0.31 0.03

� = 0:5 as well as those reported by Wang et al. [49]
are tabulated in Table 1.

The results in Figure 5 and Table 2 show a good
agreement between the solution developed using the
method presented in the current study and the one
proposed by Wang et al. [49].

8. Conclusion

The three coupled equations of mechanical stress, heat
transfer, and di�usion were analytically solved using
Hankel transform. The equations were derived based
on the work of Rambert et al. [1] and the details of
the derivation were given. The closed-form solution
could provide a tool for an accurate calculation of
the �elds of mechanical stress-strain, temperature, and
concentration. To validate this solution, the results
of this study were compared with the results of dual
coupled thermomechanical physics available in open
literature and a good agreement was observed. For
validating the performed solution to the dynamical
problem of thermoelasticity, the problem of an isotropic
sphere subjected to a sudden uniform temperature rise
of T0 throughout the sphere was considered. In other
words, the entire sphere experienced a temperature
rise of T0. The presented solution approach to the
boundary value problem provided a closed-form solu-
tion, which obviated the need for time-taking numerical
methods or extensive experimental work to analyze
the triple coupled mechanisms available in numerous
industrial structures, such as gas and oil pipeline
systems.

Nomenclature

C Concentration
CV Speci�c heat at constant strain and

normalized concentration (J/kg.K)
cg Gas normalized concentration
cp Polymer normalized concentration

D De�ned as a function of coe�cients �,
D, and k� (m2/s2)

D Di�usivity (m2/s2)
d Linking coe�cient of e�ect of

temperature variation (concentration
variation) on the chemical potential

E Young coe�cient (Pa)
f Body force per unit of mass (N/kg)
J Heat 
ux per unite area (J/m2.s)
�Jmg Relative mass 
ux of the gas phase

(kg/m2s)
�Jq Heat 
ux per unit area (J/m2s)
K Kinematic energy
k� Linking of the chemical potential

gradient e�ect on the gas mass 
ux
(kg.s/m3)

kT Represents the thermal gradient e�ect
on the entropy 
ux (W/m.K2)

Pin Input power from the environment (J)
q Heat 
ux (J/s)
r Volume density of heat generated by

an outer source (J/m3.s)
s Speci�c entropy (J/kgK)
Sg Solubility (1/Pa)
T (X; t) Absolute temperature (K)
u Displacement (m)
U Potential energy (J)
_v Acceleration (m/s2)
W Work
CT� Coupling coe�cient corresponding to

the temperature (kg.s/m3)
�(X; t) Internal state vector
� Cauchy stress tensor (Pa)
� Average density of the mixture

(kg/m3)

 Free energy

0 Initial energy
�; � Lame elastic coe�cients
�C Coe�cient of mass transfer
�T Coe�cient of thermal expansion (1/K)
� Poisson coe�cient
�i(X; t) Internal state variable
�i Mass chemical potential (J/kg) or the

ith species
ti Traction
�ij Stress tensor (Pa)
"ij Strain tensor
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�ij Thermoelastic tensor

�0ij Di�usion tensor

Tij Stress tensor (Pa)
Cijkl Elastic tensor
Tr Trace operator
� Area boundary

 Volume boundary
� Thermal conductivity (J/m.s.K)
div [�] Divergence operator
Grad f�g Gradient operator with respect to the

reference
grad f�g Gradient operator with refers to the

current displacement
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