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Abstract. Aiming at solving the problem of small sample modeling of oil price and
exchange rate with time-delayed causality, a grey multivariate time lag model and its
solution are proposed against the new economic background of economic development,
structural optimization, and power conversion. Considering the di�culty of solving q-
order di�erential equations analytically, we obtain a numerical solution. On the basis of
this solution, the validity of the model is proved. The numerical results show that the
model can describe and predict the operating rules of oil price and exchange rate economic
systems with time delay, and it is concluded that the development of oil price and exchange
rate is not coordinated under the new state of the economy. The relationship between oil
prices and the exchange rate has changed; in this state, oil prices have a positive e�ect on
the rise of the exchange rate.
© 2019 Sharif University of Technology. All rights reserved.

1. Introduction

Since oil is one of the most important commodities in
the world, the uctuation of oil prices will have an
important impact on a country's economy. Oil is priced
in US dollars. Obviously, the exchange rate and oil
prices are naturally linked. Under the new economic
situation, in order to ensure a more stable economic
and �nancial environment, the correlation between oil
prices and exchange rates should be analyzed very
carefully.

Many studies have been done by domestic and
foreign scholars to study the relationship between oil
prices and exchange rate. In the direction of conduc-
tion, Amano & Norden [1], Akram [2], Huang & Guo [3]
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and Babatunde [4] suggested that changes in oil prices
could cause changes in exchange rates. In contrast,
Sadorsky [5], Youse� & Wirjanto [6], Nakajima &
Hamori [7] and Beckmann & Czudaj [8] supposed that
changes in the exchange rates could cause uctuations
in oil prices. In addition, Reboredo [9], Aloui et
al. [10], Bal & Rath [11] and Brayek et al. [12] proposed
a two-way causal relationship between oil prices and
exchange rates. In the research of Krichene [13] and
Zalduendo [14], the authors used the Vector Error
Correction Model (VECM) to study the correlation
between oil prices and exchange rate. Ghosh [15]
used India's 2007-2008 data to study the relationship
between oil prices and exchange rate and established
an indexed generalized autoregressive conditional het-
eroskedasticity (GARCH) model in which increases in
oil prices lead to lower exchange rates. Basher et al. [16]
used the Granger test method to derive the one-way
Granger causality from oil prices to exchange rates.
Shahbaz et al. [17], Reboredo & Rivera-Castro [18] and
Yang et al. [19] used wavelet decomposition to study
the dependence of oil prices and major currencies on
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US dollar. They found that oil prices and exchange
rates were independent in the pre-crisis period and
that changes in oil prices during the post-crisis period
would cause uctuations in exchange rate. Reboredo et
al. [20] used the Detrended Cross-Correlation Approach
(DCCA), and found that the negative correlation be-
tween oil and dollar increased after the global �nancial
crisis in 2008. Jiang & Gu [21] and Li et al. [22]
proposed MF-DCCA and MF-ADCCA to research the
asymmetry between oil price and US dollar exchange
rate, showing that their asymmetric degree is obvious.
Mensah et al. [23] examined the relationship between
oil price and US dollar exchange rates for some oil-
dependent economies by cointegration test, suggesting
a long-run equilibrium relationship between oil price
and exchange rate, especially for currencies of the key
oil-exporting countries. Tiwari & Albulescu [24] and
Jammazi et al. [25] applied wavelet coherence and
Granger-causality tests to the research of oil price and
exchange rate, which showed that the e�ect of exchange
rate on oil price was di�erent for long-term and short-
term periods; this outcome is similar to our conclusions.
The present paper establishes a grey model to study the
correlation between oil price and exchange rate.

For the new economic period, the symmetrical
state of the economic structure, i.e., the pursuit of
economic structure on the basis of symmetry of sus-
tainable economic development through the study of
the relationship between economic variables, can better
guide one in real life. According to the Macroeco-
nomic Analysis and Forecasting Task Force [26] of
People's University of China, 2015 is a major year
for China's reforms and adjustments, and it is also
a year when the \new normal" of China's economy
entered the \Attack period". The relationship between
oil price and exchange rate is of practical signi�cance.
The relationship between economic variables is often
complicated, containing many factors that uctuate
with oil prices, and we are only studying data with
small sample sizes. If an autoregressive model is
created directly, a large error is generated. The
grey system model is generated by accumulating the
stochastic sequence, which is based on the generation
and applied to small sample data. Under many
conditions, high simulation accuracy and prediction
accuracy can achieve better e�ects for applications.
Therefore, this paper studies the relationship between
oil prices and exchange rate under the new economic
normal condition by establishing a fractional-order,
GM(q;N; �), model.

Deng [27] �rst put forward the multi-variable grey
GMC(1; N) model, which is a grey model for a linear
dynamic model of multiple variables. It uses the time
sequence of multiple variables as its basis. Changes
in trend variables, known to a�ect the situation, can
also predict the system variables' behavior. Liu et

al. [28] provided an approximate whitening time re-
sponse of the GM(1; N) model. Xiao et al. [29] studied
the inuence of multiplier conversion on GM(1; N)
model parameters, and Xiao & Mao [30] and Xiao
et al. [31] promoted and discussed grey models that
work in di�erent situations. Tien [32] proposed the
GMC(1; N) model to obtain the model values as a
typical solution. With the grey control coe�cient
added to the model, it can signi�cantly improve the
accuracy of the predictions made by multiple grey
model. In addition, in order to better apply the model,
Tien proposed three improved models based on the
original model. Qiu and Liu [33] studied the problem
of discretizing the GM(1; N) model based on the
sampling theorem and state transition matrix. Huang
and Guo [34] extended the GM(1; 1j�; r) model to the
multivariables GM(1; N j�; r) model for the temporal
relationship between the input and output of the real
system. The model parameters were solved by a group
algorithm. Wang [35] performed nonlinear processing
with the relevant variables of the model and introduced
the power exponent to reect the non-linear e�ects
of the relevant variables on the system's behavior
variables, thus creating the power model and reducing
the modeling error. By using matrix decomposition,
the fractional grey model can be solved. Further, it is
proved to be better than GM(1; 1) model [36-37].

According to Figure 1, the data uctuation of oil
price and exchange rate can be observed clearly. In this
paper, based on the above research, the asynchronous
prices, and exchange rate volatility in practice, the lag
period is introduced into the GM(1; N) model [30].
The traditional GM(1; N) model is an integer order
accumulation. To lessen the random error in the
sequence data and expand the scope of the model, the
fractional accumulation is introduced and fractional
di�erential equations are established. This results in a
fractional order GM(q;N; �) model that enables us to
better study the correlation between oil prices and the

Figure 1. Fluctuations of oil price and exchange rate.
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Table 1. Symbol description.

Symbol Description

q Order of di�erential equations
N Number of variables
� Lag number
r Cumulative number of times
P 1st order accumulated generating matrix
P r rth order cumulative generating matrix
x(0) Raw data of x sequence
x(r) r times-accumulated x sequence
y Behavior variable
xv vth factor variable

exchange rate under the new economic development.
This model shows that the relationship between oil
prices and the exchange rate is not harmonious, and
increases in oil prices inuence the exchange rate. To
better read the article, the description of symbols is
shown in Table 1.

2. Problem description

There is a co-integration relationship between oil price
and exchange rate. To study this relationship, an
attempt has been made to establish models quanti-
tatively with a mathematical method. Further, only
the data with small sample sizes are studied. If an
autoregressive model is created directly, a large error
is generated; thus, grey models are established. This
paper improves the traditional GM(1; N) model and
puts forward a grey multivariate time lag model.

2.1. The traditional GM(1; N) model
The traditional GM(1; N) model [30] is a �rst-
order linear dynamic model of N variables based
on a time series with multiple variables. Let
y(0) = (y(0)(1); y(0)(2); � � � ; y(0)(m))T be a system-
characteristic data sequence, also known as a set of
behavior variables.

xv(0) = (xv(0)(1); xv(0)(2); � � � ; xv(0)(m))T (v =
1; 2; � � � ; N � 1) is a sequence of factors that are
highly correlated with the system's characteristic data
sequence, also known as a factor variable. y(1) is a

cumulative sequence of original sequence, y(0); xv(1) is
a cumulative sequence of original sequence; and x(0)

v

(v = 1; 2; � � � ; N �1). Z(1)
y generates a sequence for y(1)

neighbor mean. The de�nition of GM(1; N) is:

y(0)(t) + aZy(1)(t) =
N�1X
v=1

bvxv(1)(t); (1)

where a is the development coe�cient, reecting the
degree of coordination between exchange rate and oil
price; and b is the coordination coe�cient, which
reects the inuence of the factor variables on the
dynamic change of the behavior variables.

2.2. Fractional-order generation matrix
For a cumulative accumulation of sequences, x(0) can

be written as x(1)(t) =
tP

v=1
x(0)(v). Matrix statements

can be written as x(1) = Px(0). P is a cumulative
generating matrix.

P =

26664
1 0 � � � 0
1 1 � � � 0
...

...
. . .

...
1 1 1 1

37775
If the original sequence is accumulated for r (r � 2)
times, it is:

x(r) = P rx(0);

where P r = (psf r)n�n is an r order accumulation
matrix, and r is an integer [37]:

(psf r)n�n =

(
Cr�1
s�f+r�1 = (s�f+r�1)!

(r�1)!(s�f)! ; s � f
0; s < f

Therefore, we obtain the relation shown in Box I.
According to this formula, a generalized de�nition of
the number of combinations is used to generalize P r.
When r is extended from a positive integer to a rational
number (fraction), a fractional-order matrix can be
obtained [38]. When r is not a positive integer, P r
is only a sign, and a fractional-order matrix can be
obtained.

P r =

26666664
1 0 0 � � � 0
r 1 0 � � � 0

r(r+1)
2! r 1 � � � 0
...

...
...

. . .
...

r(r+1)���(r+n�2)
(n�1)!

r(r+1)���(r+n�3)
(n�2)!

r(r+1)���(r+n�4)
(n�3)! � � � 1

37777775 :
Box I
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3. Grey multivariate time lag model and its
solution

3.1. Fractional model
The classic GM(1; 1) model accumulates the original
data once, while, in the fractional GM(q;N; �) model,
the fractional-order generation matrix, P r�q, is used
instead of the original accumulation in the original
model. The obtained model is called the fractional
GM(q;N; �) model.

The de�nition of the fractional GM(q;N; �)
model and lag value is as follows.

GM(q;N; �) is a multivariable grey model with
multi-order and multiple delays; GM(q;N; �) contains
a behavior variable, denoted by y, and N � 1 factor
variables, denoted by x, v = 1; 2; � � � ; N � 1. The time
di�erence between the factor variable and the behavior
variable is time lag � .

De�nition 1. Let the data sequence:

y(0) = (y(0)(1); y(0)(2); � � � ; y(0)(m))T

be the sequence of the system behavior, sequence:

x1
(0) = (x1

(0)(1); x1
(0)(2); � � � ; x1

(0)(m))T

be the correlation factor sequence, xv(r) be the r
accumulation sequence of xv(0) and:

xv(r) = Arxv(0);

y(r�q) = y(r�q)(1);

y(r�q)(2); � � � y(r�q)(m))T

be the r � q accumulation sequence of the system
behavior sequence:

y(r�q) = Ar�qy(0);

and:

Zy(r) = (Zy(r)(2); Zy(r)(3); � � � ; Zy(r)(m))T ;

where:

Zy(r)(t) = 0:5y(r)(t� 1) + 0:5y(r)(t):

The fractional GM(q;N; �) model is:

y(r�q)(t) + aZy(r)(t) =
N�1X
v=1

bvx(r)
v (t� �): (2)

Theorem 1. Let y(0) be the system behavior sequence,
xv(0) (v = 1; 2; � � � ; N � 1) be the system factor
data sequence, y(r), xv(r) be the r order cumulative
generating sequences of y(0), xv(0), and Zy(r) be the
immediately adjacent mean generation sequence of y(r).
Eqs. (3) and (4) are shown in Box II. Then, the least
squares estimate of parameter column is as follows:

�̂ = [a; b1; b1; � � � bN�1]T ;

�̂ = (HTH)�1HTY: (5)

Proof. Importing data into Model (1) results in the
following equations:

y(r�q)(� + 2) =
N�1X
v=1

bvxv(r)(2)� aZy(r)(� + 2)

y(r�q)(� + 3) =
N�1X
v=1

bvxv(r)(3)� aZy(r)(� + 3)

...

y(r�q)(m) =
N�1X
v=1

bvxv(r)(m� �)� aZy(r)(m):

The above equations can be written as Y = H�̂ for a
set of parameter estimates:

 = Y �H�̂: (6)

Then:

H =

26664
�Zy(r)(� + 2) x1

(r)(2) � � � xN�1
(r)(2)

�Zy(r)(� + 3) x1
(r)(3) � � � xN�1

(r)(3)
...

...
. . .

...
�Zy(r)(m) x1

(r)(m� �) � � � xN�1
(r)(m� �)

37775 : (3)

Y =

26664
y(r�q)(� + 2)
y(r�q)(� + 3)

...
y(r�q)(m)

37775 : (4)

Box II
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! = T  = (Y �H�̂)T (Y �H�̂)

=
mX

t=�+2

(y(r�q)(t)�
N�1X
v=1

bvxv(r)(t��)+aZy(r)(t))2:
(7)

Eq. (7) is made minimum and a; b1; b2; � � � ; bN�1 are
related as follows:

@!
@a

= 2
mX

t=�+2

(y(r�q)(t)�
N�1X
v=1

bvxv(r)(t� �)

+aZy(r)(t)) � Zy(r)(t) = 0;

@!
@b1

= �2
mX

t=�+2

(y(r�q)(t)�
N�1X
v=1

bvxv(r)(t� �)

+aZy(r)(t)) � x1
(r)(t� �) = 0;

...

@!
@bN�1

= �2
mX

t=�+2

(y(r�q)(t)�
N�1X
v=1

bvxv(r)(t� �)

+aZy(r)(t)) � xN�1
(r)(t� �) = 0;

namely, HT �  = 0, HT (Y � H�̂) = 0, and �̂ =�
HTH

��1HTY .
As shown in Figure 2, the steps of establishing

and solving the fractional-order gray model are seen.
First of all, the data are processed by accumulate
generation. Based on Section 2.2, fractional-order
generation matrix is proposed; then, matrices H and
Y are established. Through the derivation, B and
Y can be used to represent the parameters of the
model. Next, the di�erential equation should be solved.
Finally, the accuracy of the model can be determined
through error calculation.

De�nition 2. Let:

y = (y(1); y(2); � � � ; y(m))T

be the reference time series and:

xv = (xv(1); xv(2); � � �xv(m))T

be the comparison time series. � is the lag value of
xv relative to y, and l is the number of discrete time
points (l � m). The comparison of time series:

y� = (y(1); y(2); � � � ; y(l))T

and:

xv� = (xv(1); xv(2); � � �xv(l))T

Figure 2. Flow chart of fractional grey model.

with time delay � is made. The correlation coe�cient
between y� and xv� at the pth point is as follows [30]:

�(y(p); xv� (p+ �))=
�min+��max

�0i(p)+��max
; p = 1; 2; � � � ; l;

(8)

�0v(p) = jy(p)� xv(p+ �)j ; (9)

�0v(p) is the absolute di�erence, �min is the minimum
di�erence between the two poles, �max is the maximum
di�erence between the two poles, � is the resolving
coe�cient, and � 2 (0; 1), generally, takes � = 0:5.
The grey correlation degree between y� and xv� is:

rv(�)=
1
l

lX
p=1

�(y(p); xv� (p+�)); �=0; 1; � � � ;m� l;
(10)

where rv(��) = max rv(�). The maximum grey
correlation degree that corresponds to the time lag is
y� and xv� of the time delay, denoted by ��.

Figure 3 shows the determination of the lag.
According to Figure 3, the value of the time lag is
obtained, which will be applied to Section 4.
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Figure 3. Determination of the lag.

The whitening form of the fractional GM(q;N; �)
model is:

dqy(r)

d tq
+ ay(r)(t) =

N�1X
v=1

bvxv(r)(t� �): (11)

For the di�erential equation shown in Eq. (11), espe-
cially when q 6= 1, it is di�cult to give an analytical
solution. The numerical solution can be calculated
according to Eq. (1).

Theorem 2. The solution to the di�erential equation,
as shown in Eq. (2), is obtained by Eq. (12) as shown
in Box III. At the same time, the restored value of the
sequence can be obtained as follows:

ŷ(0) = P�rŷ(r): (13)

Proof:

y(r�q) = P�qy(r)

y(r�q)(t) =
tX

v=1

ft�v(�q) � y(r)(v) = y(r)(t)

+
t�1X
v=1

ft�v(�q) � y(r)(v)

Zy(r)(t) =
1
2

(y(r)(t� 1) + y(r)(t))

y(r)(t) +
t�1X
v=1

ft�v(�q) � y(r)(v)

+
a
2

(y(r)(t� 1) + y(r)(t))

=
N�1X
v=1

bvxv(r)(t� �)

(
a
2

+ 1)y(r)(t) =
N�1X
v=1

bvxv(r)(t� �)�
t�1X
v=1

ft�v(�q)

�y(r)(v)� a
2
y(r)(t� 1)

y(r)(t) =

N�1P
v=1

bvxv(r)(t� �)

� t�1P
v=1

ft�v(�q) � y(r)(v)� a
2y

(r)(t� 1)

a
2 + 1

y(r)(t) =

2
N�1P
v=1

bvxv(r)(t� �)� 2
t�1P
v=1

ft�v(�q)
�y(r)(v)� ay(r)(t� 1)

a+ 2
As Eq. (5) has proved, the model predicted value

is:
ŷ(r)(t)=

2
N�1P
v=1

bvxv(r)(t��)�2
t�1P
v=1

ft�v(�q)�y(r)(v)�ay(r)(t�1)

a+2
:

The model-restored value is:
ŷ(0) = P�rŷ(r):

3.2. Calculation of the error of the model
The error of the model is an important measure of the
reliability and practicability. The error of the model
is mainly represented by the percentage of average
absolute error (MAPE), and the formula [37] is:

MAPE=
1
m

mX
t=1

y(0)(t)� ŷ(0)(t)
y(0)(t)

� 100%: (14)

It is clear that the larger the MAPE value of the
model is, the lower the reliability and practical value
of the model will be.

ŷ(r)(t) =
2
N�1P
v=1

bvxv(r)(t� �)� 2
t�1P
v=1

ft�v(�q) � y(r)(v)� ay(r)(t� 1)

a+ 2
: (12)

Box III
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Figure 4. Steps of experimental results.

Figure 4 is plotted to make the example analysis
clearer. In Section 5, the steps shown in Figure 4 are
followed.

4. Experimental results

Conventional investing wisdom dictates that when the
dollar strengthens, oil prices fall. The logic behind it
is that when a commodity becomes more expensive,
people buy less of it. However, that is a backward
way of thinking about the relationship between the
two assets, said Doug Borthwick, the head of foreign
exchange at Chapdelaine & Co [39]. It is not the
dollar's movement that drives oil. In this paper, data
have been collected to study the relationship between
oil prices and exchange rates quantitatively with a
mathematical method.

Data were collected from June 1, 2015 to June 12,
2015 and comprise 12 days of data concerning the US
dollar against the RMB exchange rate and Brent oil
price data. These data are presented in Table 2.

To compare our experimental results, four steps
will be followed:

Step 1: Estimate the value of the delay. As shown
in Figure 3, the exchange rate as the reference
sequence, y, and Brent oil prices as the comparison
sequence, x, we can get the following analysis of the
delay coe�cient.

The data marked in black, shown in Table 3, in-
clude the maximum grey correlation of each column.
It can be seen that the maximum degree of correlation
of each row is 4 days; therefore, it can measure the
lag of the oil price relative to the exchange rate. It
takes 4 days before exchange rate changes in the oil
price are reected.
Step 2: Accumulate the number of occurrences and

Table 3. Grey correlation between exchange rate and oil
price.

Time delay Grey correlation with time delay
0 0.523, 0.423, 0.370, 0.474
1 0.631, 0.554, 0.529, 0.573
2 0.705, 0.651, 0.598, 0.682
3 0.762, 0.723, 0.606, 0.713
4 0.852, 0.764, 0.683, 0.756
5 0.673, 0.586, 0.523
6 0.606, 0.551
7 0.610

the order of the model. The fractional GM(q;N; �)
model is the expansion and supplement of the
GM(1; N) model. This paper mainly improves the
following two aspects. First, the fractional-order ac-
cumulation replaces the classical one-time cumulative
generation. Second, in the di�erential equation order
of the model, the fractional di�erential equation is
used. For this fractional GM(q;N; �) model, the
number of cumulative generation, r, and the order
of di�erential equations, q , need to be calculated.

The absolute error percentage of the model
(abbreviated MAPE) is often used to evaluate the
model; therefore, the model with the smallestMAPE
with respect to r, and q is considered as the optimal
model. The minimum value of MAPE to optimize
the target, and the establishment of MAPE on r and
q optimization model can be expressed as follows [37]:

minMAPE=
1
m

mX
t=1

y(0)(t)� ŷ(0)(t)
y(0)(t)

� 100%: (15)

Since the calculation of MAPE involves abso-
lute value sign operations, MAPE is not derivable for
r and q. It is di�cult to obtain the optimal expression
of the model by formula. In this paper, the particle
swarm optimization algorithm is used.
Step 3: Establish three grey models and calculate
parameters of these models. Based on Eq. (1), take
the data in Table 4 is taken as an example, � = 4.

Using FAGM(q; 2; 4) model in combination
with the particle swarm optimization algorithm and
the MAPE value as the minimum target, the optimal
number of times of the search is r = 9372, the order
of the optimal di�erential equation is q = 1:9361, and
the model parameters are a = 0:0018, and b = 0:0171.
The prediction model obtained according to Eq. (1)
is:

Table 2. Trend chart of oil price and exchange rate in 2015.

Data: June 1, 2015 to June 12, 2015
1 2 3 4 5 6 7 8 9 10 11 12

Exchange rate 0.192 0.091 0.000 0.293 0.545 0.545 0.545 0.869 0.747 0.697 0.848 1.0 00
Brent 0.583 0.645 0.562 0.000 0.005 0.005 0.005 0.228 0.666 1.000 0.788 0.657
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Table 4. Exchange rate and Brent oil prices.

Data from April 1, 2008 to April 12, 2008
1 2 3 4 5 6 7 8 9 10 11 12

Exchange 620.0 619.9 619.8 620.1 620.4 620.4 620.4 620.7 620.6 620.5 620.7 620.8
Brent 62.9 63.1 62.8 60.3 60.4 60.4 60.4 61.3 63.2 64.7 63.8 63.2

Table 5. Comparison of the prediction results of three multi-variable grey models.

GM(1; 2) GM(1; 2; 4) FAGM(q; 2; 4)
Real
data

Predictive
value

Absolute
error

Predictive
value

Absolute
error

Predictive
value

Absolute
error

620 620 0.000% 620 0.000% 620 0.000%
619.9 628.1707 1.334% 634.1636 2.301% 619.8145 0.014%
619.81 630.9555 1.798% 614.1588 0.912% 619.9286 0.019%
620.1 607.2079 2.079% 610.3393 1.574% 620.084 0.003%
620.35 606.7265 2.196% 598.5198 3.519% 620.2309 0.019%
620.35 606.7128 2.198% 626.6881 1.022% 620.35 0.000%
620.35 606.7124 2.198% 628.0715 1.245% 620.4321 0.013%
620.67 616.1845 0.723% 628.1394 1.203% 620.4888 0.029%
620.55 635.0082 2.330% 625.4003 0.782% 620.5488 0.000%
620.5 649.704 4.707% 627.8191 1.180% 620.6324 0.021%
620.65 641.1389 3.301% 624.5334 0.626% 620.7199 0.011%
620.8 635.3287 2.340% 601.2974 3.142% 620.8 0.000%

MAPE 2.1% 1.459% 0.011%

y(�0:9989)(t) + 0:0018Zy(0:9372)(t)

= 0:0171x(0:9372)(t� 4):

The absolute percentage error of the model is
MAPE = 1:0827� 10�4.

With the parameters of the GM(1; 2; 4) model
(a = 1:8127, and b = 18:0283), the model is:

y(0)(t) + 1:8127Zy(1)(t) = 18:0283x(1)(t� 4):

The absolute percentage error of the model is
MAPE = 1:46 � 10�2. With the parameters of the
GM(1; 2) model (a = 1:8892 and b = 18:9891), the
model is:

y(0)(t) + 1:8892Zy(1)(t) = 18:9891x(1)(t):

The absolute percentage error of the model is
MAPE = 2:1� 10�2.
Step 4: Compare three model �tting results. Based
on Table 5, we can determine that the �tting results
of GM(1; 2; 4) are good, which can also be seen in
Figure 5. In addition, MAPE of GM(q;N; �) is max,
and FAGM(q; 2; 4) is min, suggesting that changes
of oil prices and exchange rate are not synchronized.
Therefore, fractional-order grey model has better

Figure 5. The comparison of original data and predictive
data by GM(q; 2; 4).

functionality, which can be seen in Figures 6 and 7.
By comparison, the absolute error of FAGM(q; 2; 4)
is minimal, which can be seen in Figure 8.

To make this paper more persuasive, data from
April 1, 2008 to April 12, 2008 were selected comprising
of 12 days of data concerning the US dollar against the
RMB exchange rate and Brent oil price data.

Comparing Table 5 and Table 6, this study de-
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Figure 6. The comparison of original data and predictive
data by GM(q; 2; 4) and GM(1; 2; 4).

Figure 7. The comparison of original data and predictive
data by GM(q; 2; 4) and GM(1; 2).

termined that the proposed model could be applied to
more periods including the new state of economy. The
absolute error percentage of the model (abbreviated
as MAPE) is often used to evaluate the model; this
model has the minimum MAPE. A fractional-order

Figure 8. The comparison of predictive data by
GM(q; 2; 4), GM(1; 2; 4), and GM(1; 2).

grey model was established with lags to study the
correlation between Brent oil price and exchange rate,
considering time delay in real situations and improving
the reliability and practicability of the model.

5. Conclusions

So far, many methods have been used to study the
correlation between oil price and exchange rate. When
considering special periods, we only have limited data
to establish models, thus making autoregressive model
inapplicable. Moreover, the real situation is even more
complex. Accordingly, the grey model was established.
The traditional grey model was improved to become
the fractional-order grey model with lags, closer to the
real situation. The results showed that our absolute
error is min, which can be applied to practice.

This paper established a fractional GM(q;N; �)
model to research the correlation between oil price
and exchange rate. This grey model was improved in
comparison with the traditional grey model. Moreover,

Table 6. Comparison of FAGM(q; 2; 4) and GM(1; 2) model.
GM(1; 2) FAGM(q; 2; 4)

Real data Predictive value Absolute error Predictive value Absolute error
701.20 701.20 0.00% 701.20 0.00%
701.89 743.60 5.94% 702.08 0.03%
701.75 656.12 6.50% 701.75 0.00%
701.75 676.50 3.60% 701.15 0.09%
700.15 702.38 0.32% 700.66 0.07%
700.12 688.51 1.66% 700.36 0.03%
700.21 711.57 1.62% 700.14 0.01%
699.2 705.24 0.86% 700.03 0.12%
700.65 704.98 0.62% 699.88 0.11%
699.94 714.61 2.10% 699.76 0.03%
699.25 732.87 4.81% 699.55 0.04%
699.22 729.35 4.31% 699.27 0.01%
MAPE 2.69% 0.04%
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the results between three grey models were compared.
Then, it was determined that oil prices had a positive
e�ect on the rise of the exchange rate; therefore, some
recommendations were presented. The contributions of
this paper are as follows:

1. a reects the coordination degree. In the three
models, a > 0, indicating that the exchange rate
and oil prices are not coordinated in development,
which is consistent with the new economic normal.
Thus, in the new economy, it is necessary to
adjust the economic structure and improve risk
management. b is the coordination coe�cient,
which reects the inuence of the factor variables
on the dynamic change of the behavior variables. In
the three models, b > 0, showing that the oil price
has a positive e�ect on the exchange rate;

2. In the GM(1; 2) and GM(1; 2; 4) models, the value
of a is not high, showing that the exchange rate
and oil prices have a small degree of coordination.
The b value is larger, indicating that oil prices
have a greater role in promoting the exchange
rate in the new economic normal. This result is
inconsistent with the actual situation; however, it
can be seen that the average absolute error of the
model with lag is smaller, indicating that there is
a lag between them. The time-delay grey model
can improve the traditional model to describe this
causal relationship;

3. The fractal GM(q;N; �) model established in this
paper considers the hysteresis and the volatility and
obtains the higher �tting precision. The average ab-
solute error is the smallest. According to Figure 8,
the model �tting value of the fractional cumulant
with the real value is more �t and can signi�cantly
improve the economic sequence of simulation and
prediction accuracy. In the model, a > 0, reecting
the exchange rate and the development of oil prices
were in the uncoordinated state; however, a is small,
indicating that the degree of non-coordination is
not considerable enough, and b value is signi�cantly
reduced, indicating that an increase has a certain
role in promoting exchange rate under the new
economic conditions. In order to make the ex-
change rate uctuations more stable, the support
of national policy and economic structure of the
adjustment is required, which is practical for the
reference value;

4. In this paper, a fractional GM(q;N; �) model
is proposed based on the multivariable grey sys-
tem modeling method. The parameter estimation
method is given. The time-delay grey correlation
analysis is used to solve the delay coe�cient of the
model. It provides an e�ective tool to solve the
problem, which has time lag causality and a small

sample size. Under the new economic conditions,
oil and exchange rates do not change in harmony;
however, the degree of non-coordination is not
considerable enough. Oil prices have a certain role
in a�ecting the exchange rate, yet the impact is not
large. In order to make the exchange rate uctua-
tions more stable, the economic structure should
be adjusted. One should have broad prospects
for applying the proposed model; in doing so, the
simulation and prediction accuracy of economic
systems should signi�cantly improve.
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