The use of neural networks for predicting the factor of safety of soil against liquefaction
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Abstract. In this paper, the Factor of Safety (FS) values of soil against liquefaction were investigated by means of Artificial Neural Network (ANN) and Multiple Regression (MR). To achieve this, two earthquake parameters, namely earthquake magnitude ($M_w$) and horizontal peak ground acceleration ($a_{peak}$), and six soil properties, namely Standard Penetration Test Number (SPT-N), saturated unit weight ($\gamma_{sat}$), natural unit weight ($\gamma_n$), Fines Content (FC), the depth of Ground Water Level (GWL), and the depth of the soil ($d$), varied in the liquefaction analysis; then, the FS value was calculated by the simplified method for each case by using the Excel program developed and utilized in the simulation of the feed-forward ANN model with backpropagation algorithm and the MR model. The FS values predicted by both ANN and MR models were compared with those calculated by the simplified method. In addition, five different performance indices were used to evaluate the predictabilities of the models developed. These performance indices indicated that the ANN models were superior to the MR model in terms of predicting the FS value of the soil.
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1. Introduction

Liquefaction is one of the significant, remarkable, and complex topics in geotechnical engineering [1]. Foundations and substructures were controlled by the generation of liquefaction assessment caused by the strength reduction of the soil and the inability of soil deposit [2,3]. Major earthquakes (e.g., the 1964 Alaska, 1964 Niigata, 1989 Loma-Prieta, and 1995 Hyogoken-Nambu) have illustrated the devastating effects of soil liquefaction.

The estimation and assessment of liquefaction is an essential component of the earthquake-resistant modeling of structures on liquefiable soils. Liquefaction potential gains a quantitative form in terms of Factor of safety (FS) at a certain depth of a site. A simplified procedure for assessing the liquefaction resistance of soils was developed by Seed and Idriss [2] to resist seismic demand. While the Cyclic Resistance Ratio (CRR) indicates the liquefaction resistance, seismic demand is denoted by Cyclic Stress Ratio (CSR). Several in-situ tests, namely Standard Penetration Test (SPT), Cone Penetration Test (CPT), Becker Penetration Test (BPT), and shear wave velocity (Vs) test, can be performed to obtain FS value of a soil layer [4]. Among them, liquefaction resistance of soils is generally and easily evaluated by a commonly used method, i.e., a simplified empirical procedure based on SPT [2,4]. A soil layer with FS value smaller than 1 is usually categorized as liquefiable, and that with FS value greater than 1 is categorized as non-liquefiable [5].

In this study, the developed Excel program [6] was utilized to calculate the FS values of the soil subjected to earthquake forces by using the simplified method developed by Seed and Idriss [2]. Two earthquake parameters, namely earthquake magnitude ($M_w$) and
horizontal peak ground acceleration \((a_{\text{max}})\), and six soil properties, namely Standard Penetration Test Number (SPT-N), saturated unit weight \((\gamma_{sat})\), natural unit weight \((\gamma_n)\), Fines Content (FC), the depth of Ground Water Level (GWL), and the depth of the soil \((d)\), varied during the liquefaction analyses. Then, the FS values were calculated for each case by using the Excel program [6] developed to generate both models.

2. Artificial neural networks

Artificial Neural Networks (ANNs) are diagnostic procedures that imitate the behavior of the brain functions and human nervous system [7]. ANN is an information system that aims to provide capabilities like those of the human brain that resemble systems of learning, association, classification, making generalizations, estimation, and optimization [8]. The limitations of various numerical modeling techniques and failures of many mathematical models in investigating the highly non-linear behavior of soils are also considered; therefore, these techniques and models are too complex, time-consuming, and impractical to be applicable as geotechnical approaches.

Generally, ANNs are divided into two major types: Feed-Forward (FF) and Recurrent (R). One of the most well-known FF-ANN is multilayer perceptron (MLP) neural network. An ANN architecture (Figure 1) is made up of an input layer, an output layer, and one or more hidden layers [9]. Back-Propagation (BP) networks learn through continuing existence, and its characterization facilitated a wide range of its applications in civil engineering [10]. The accuracy of the model prediction is influenced by the number of hidden layers and neurons in the BP network [10]. Depending on the complexity of the problem and the size of the database, it is not a particular rule to define the optimal number of hidden neurons or the number [11]. Most accurate predictions are generally obtained with one hidden layer [10]. However, the successful selection of a sufficient number of neurons is presented under the feedback of these methods [12]. The input parameters are variables that influence the answers to this problem. Output parameters corresponding to the number of neurons in the output layer are the expected answers to the problem [10]. Neurons of the output layer communicate in the system of external environment provided that the output is properly configured [13]. MLP-ANN can be trained by different algorithms. As reported by several researchers [14-16], Levenberg-Marquardt (LM) training algorithms are employed for the networks. Finally, the network produces outputs for the given inputs. These outputs are finally compared with the targets that are the simulation results. Details of the simplified method [2] applied for calculating the FS values of the soil are presented in the following section.

3. Calculation of the factor of safety value against liquefaction

Liquefaction analysis must be carried out for highly liquefiable soil using possible earthquake prediction results. In the literature, many methods proposed for this purpose can be examined under the following titles: cyclic stress approach, cyclic deformation approach, energy absorption approach, and effective stress based approach [5,17]. Among these approaches, the cyclic stress approach was selected in this study due to its proximity to reality in the conditions of a seismically induced liquefaction failure. The cyclic stress approach, apparently first introduced by Seed and Idriss [2] and referred to as the simplified procedure, is still the most common procedure employed for standard seismic liquefaction evaluation. In this approach, both the Cyclic Strength Ratio (CSR) of soil formed by the earthquake and the Cyclic Resistance Ratio (CRR) excited in the soil deposit during an earthquake are computed. Then, the liquefaction assessment expressed in terms of the Factor of Safety (FS) against liquefaction is determined through the following equation:

\[
FS = (\text{CRR}/\text{CSR}) \times M\text{SF},
\]

where MSF is the Magnitude Scaling Factor multiplied by CRR/CSR ratio during earthquake magnitude \((M_w)\) value of 7.5. Yold and Noble [18] recommended the use of the following equation for determining the MSF value as presented in Eq. (1):

\[
M\text{SF} = \frac{10^{2.24}}{M_w^{0.56}}.
\]

Cyclic Stress Ratio (CSR) presented in Eq. (1) denotes the seismic requirement caused by an earthquake. The CSR value can be evaluated by peak ground surface

![Figure 1. The ANN's architecture.](image-url)
acceleration depending on ground motions of the selected site. In this study, CSR values were determined through the following equation proposed by Seed et al. [19]:

\[
CSR = 0.65 \frac{\sigma_v \sigma_{v_{\text{max}}}}{g} r_d, \quad (3)
\]

where \(\sigma_v\) is the total vertical stress, \(\sigma'_{v}\) is the effective vertical stress, \(\sigma_{v_{\text{max}}}\) is the peak horizontal ground surface acceleration, \(g\) is the acceleration of gravity, and \(r_d\) is the stress reduction factor. A weighting factor of 0.65 was utilized to generate the CSR formula [17]. The stress reduction factor, \(r_d\), is calculated by Eq. (4) [20] as shown in Box I.

Cyclic Resistance Ratio (CRR) presented in Eq. (1) was determined by an equivalent clean sand SPT value, \((N_1)_{50cs}\). Yound et al. [4] suggested the following CRR equation to approximate the modified CRR curve of Seed et al. [19] for the soil adjusted to 1.0 atm. of effective overburden pressure for a moment magnitude of 7.5. In this study, CRR values were determined by the following equation:

\[
CRR_{75} = \frac{1}{34 - (N_1)_{50cs}} + \left(1 + \frac{50}{10(N_1)_{50cs} + 45}\right) - \left(1 + \frac{1}{200}\right) \quad (5)
\]

In this study, \((N_1)_{50cs}\) value was determined by the following equation as suggested by Seed and Idriss [2]:

\[
(N_1)_{50cs} = \alpha + \beta (N_1)_{50}, \quad (6)
\]

where \((N_1)_{50}\) is the normalization of penetration resistance, and \(\alpha\) and \(\beta\) are the coefficients calculated through the equations given in Table 1.

Seed and Idriss [2] proposed Eq. (8) to determine \((N_1)_{50}\) value. In this equation, \(C_N\) is the overburden blow count correction, \(C_E\) is the energy correction, \(C_R\) is the drill rod length correction, \(C_B\) is the borehole diameter correction, \(C_S\) is the sampler liner correction, and \(N_m\) is the measured standard penetration resistance.

\[
(N_1)_{50} = C_N C_E C_R C_B C_S N_m. \quad (8)
\]

In this study, \(C_B\) value is taken as 1.00 assuming that the borehole diameter is between 65 mm and 115 mm, and \(C_S\) is also taken as 1.00 due to liners [21]. \(C_R\) values suggested by Skempton [22] and updated by Robertson and Wride [23] for a range of rod lengths are given in Table 2. In this study, \(C_R\) values were selected from this table. The SPT blow count was normalized to an overburden pressure of 100 kPa, as suggested by Kayen et al. [24]. Yound et al. [4] suggested that \(C_N\) value must be bounded to a maximum value of 1.70. In this study, \(C_N\) value was calculated by the following equation [4]:

\[
C_N = \frac{2.2}{1.2 + \frac{\sigma_{v_{\text{env}}}}{P_0}}, \quad (9)
\]

where \(\sigma_{v_{\text{env}}}\) is the effective overburden pressure, and \(P_0\) is 100 kPa.

As mentioned earlier, the cyclic stress approach, referred to as the simplified procedure [2], is the most common procedure employed for standard seismic liquefaction evaluation. Therefore, this procedure [2] was used in this study during the liquefaction analysis. This procedure requires the computation of three terms:

\[
r_d = \frac{(1.000 + 0.4113 z^{0.5} + 0.04052 z + 0.001753 z^{1.5})}{(1.000 - 0.4177 z^{0.5} + 0.05729 z - 0.006205 z^{1.5} + 0.00121 z^2)},
\]

where \(z\) is the depth in m.
(i) The Cyclic Stress Ratio (CSR) represented by Eq. (3);

(ii) The capacity of the soil to resist liquefaction, or Cyclic Resistance Ratio (CRR) represented by Eq. (5);

(iii) The Factor of Safety (FS) against liquefaction represented by Eq. (1).

As mentioned earlier, if FS value is smaller than 1, liquefaction may occur. The soil and earthquake parameters, namely the depth of the soil from ground surface \(d\), SPT-N value, earthquake moment magnitude \(M_w\), Fines Content (FC), peak ground acceleration \(a_{\text{max}}\), the total and effective vertical stresses \(\sigma_{v0}\) and \(\sigma'_{v0}\), and the depth of Ground Water Level (GWL) from the ground surface, were considered to be used in calculating CSR and CRR values. These eight parameters changed during the liquefaction analysis as follows: Firstly, the depth of the soil from ground surface \(d\) was allowed to vary from 1.5 m to 19.5 m with an interval of 1.5 m. Then, \(M_w\) was allowed to vary from 4 to 8 with an interval of 2 for each \(d\) value. The SPT-N value was then allowed to vary from 5 to 35 with the step of 10 for each \(M_w\). Seed and Idriess [25] proposed an apparent increase of CRR, given by Eq. (5), with the increasing Fines Content (FC). Thus, the FC value of the soil for each SPT-N value changed from 5 to 50 with the step of 15. In the NCEER 1997 [26] liquefaction evaluation procedure, there are two instances where calculations involving the unit weight of the soils are performed. First, when the CSR of the soil for each depth is evaluated using Eq. (3), both \(\sigma_{v0}\) and \(\sigma'_{v0}\) values at that point are required. Second, as mentioned earlier, when evaluating the liquefaction potential based on the results of SPT-N results, a correction factor, \(C_{F0}\), given by Eq. (9), is applied to correct the SPT-N value to an overburden pressure of 100 kPa, which requires \(\sigma'_{v0}\) value at that point. In this study, to calculate \(\sigma_{v0}\) and \(\sigma'_{v0}\) values for each depth, the saturated unit weight \(\gamma_{\text{sat}}\) value of each FC varied in the range of 18, 20, and 22 kN/m\(^3\); the natural unit weight \(\gamma_n\) value for each FC varied in the range of 16, 18, and 20 kN/m\(^3\); the Ground Water Level value (GWL) from the ground surface was allowed to vary from 1 m to 9 m with the step of 4 m for each \(M_w\). In a strong earthquake of ground conditions, even with a very high risk of liquefaction, the required horizontal ground surface acceleration to liquefaction occurrence must undergo 0.1 g [27]. Ishihara [28] suggested peak ground acceleration \(a_{\text{max}}\) = 0.2 g at the beginning of liquefaction occurrence to evaluate the possibility of liquefaction-induced ground damage and, also, to determine the thickness of unliquefiable soil surface layer. Therefore, in this study, \(a_{\text{max}}\) value was allowed to vary from 0.1 g to 0.5 g with the step of 0.1.

Finally, CSR, CRR, and FS values against liquefaction values were calculated for different soil and earthquake parameters by using Eqs. (2), (3), and (5), respectively, and by using the written Excel program [6].

4. Artificial neural network model

In this paper, an ANN model is constructed to estimate the Factor of Safety (FS) value of soil against liquefaction. In this model, the ANN is designed just to estimate the liquefaction assessment. In this model, the earthquake moment magnitude, \(M_w\), horizontal peak ground acceleration, \(a_{\text{max}}\), the soil properties, namely saturated unit weight, \(\gamma_{\text{sat}}\), natural unit weight, \(\gamma_n\), fines content, FC, the depth of the soil, \(d\), and the depth of ground water level, GWL, are the input parameters, and the calculated FS value is the only output parameter. The parameters are scaled between 0 and 1:

\[
x_{\text{norm}} = \frac{(x - x_{\text{min}})}{(x_{\text{max}} - x_{\text{min}})},
\]

where \(x_{\text{norm}}\) and \(x\) are the normalized and actual values, and \(x_{\text{max}}\) and \(x_{\text{min}}\) are the maximum and minimum values.

Generally, while developing the ANN model, the available data are separated into two subsets, i.e., a training set and an independent validation set, which may cause over-fitting of the model [29]. Over-fitting occurs mainly because of training of the network with too many epochs [30]. Consequently, the cross-validation technique [31], considered as a significant procedure to avoid over-fitting [32], was utilized as a stopping criterion with three subgroups [33]. Usually, training and testing sets were processed by using the two-thirds of the data, and one-third was selected for validation [34]. However, the optimal model was achieved with a 20% division of the validation subset, and the remaining data were divided into 30% for testing and 70% for training. Thus, in this study, 56% (i.e., 3260), 24% (i.e., 1570), and 20% (i.e., 1308) of all data were randomly chosen and utilized for training, testing, and validation samples used in the development of the ANN model. The details of the parameters used for these three subsets are listed in Table 3. Based on Table 3, the datasets used in the study are found to have been unbiasedly selected. The data derived from several liquefaction assessments have identified that, even by using just one hidden layer, any complex function in a network can be solved. Consequently, in this paper, one hidden layer was chosen to make the ANN model. The fixation of the hidden neurons with the minimal error and the highest accuracy is yielded by using 13 hidden neurons in the optimal ANN model with a log-sigmoid transfer function in hidden and output layers.
Table 3. Details of the parameters used for the training, testing, and validation of the ANN model developed.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Number of data</th>
<th>Model parameters</th>
<th>Minimum value</th>
<th>Maximum value</th>
<th>Mean value</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td>Input 3200</td>
<td>$M_w$</td>
<td>4</td>
<td>8</td>
<td>5.88</td>
<td>1.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_{\text{max}}$ (cm/s$^2$)</td>
<td>0.1</td>
<td>0.5</td>
<td>0.30</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GWL (m)</td>
<td>1</td>
<td>9</td>
<td>4.96</td>
<td>3.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d$ (m)</td>
<td>1.5</td>
<td>19.5</td>
<td>10.37</td>
<td>5.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPT-N</td>
<td>5</td>
<td>35</td>
<td>19.13</td>
<td>10.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_n$ (kN/m$^3$)</td>
<td>16</td>
<td>20</td>
<td>17.36</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_{s\text{at}}$ (kN/m$^3$)</td>
<td>18</td>
<td>22</td>
<td>20.70</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC (%)</td>
<td>5</td>
<td>50</td>
<td>27.39</td>
<td>16.76</td>
</tr>
<tr>
<td>Output</td>
<td></td>
<td>$M_w$</td>
<td>4</td>
<td>8</td>
<td>6.43</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_{\text{max}}$ (cm/s$^2$)</td>
<td>0.1</td>
<td>0.5</td>
<td>0.3</td>
<td>0.163</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GWL (m)</td>
<td>1</td>
<td>9</td>
<td>5.18</td>
<td>3.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d$ (m)</td>
<td>1.5</td>
<td>19.5</td>
<td>11.02</td>
<td>6.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPT-N</td>
<td>5</td>
<td>35</td>
<td>2.62</td>
<td>1.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_n$ (kN/m$^3$)</td>
<td>16</td>
<td>20</td>
<td>17.34</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_{s\text{at}}$ (kN/m$^3$)</td>
<td>18</td>
<td>22</td>
<td>20.70</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC (%)</td>
<td>5</td>
<td>50</td>
<td>27.39</td>
<td>17.25</td>
</tr>
<tr>
<td>Testing set</td>
<td>Input 1570</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$M_w$</td>
<td>4</td>
<td>8</td>
<td>6.21</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_{\text{max}}$ (cm/s$^2$)</td>
<td>0.1</td>
<td>0.5</td>
<td>0.29</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GWL (m)</td>
<td>1</td>
<td>9</td>
<td>5.11</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d$ (m)</td>
<td>1.5</td>
<td>19.5</td>
<td>10.99</td>
<td>5.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPT-N</td>
<td>5</td>
<td>35</td>
<td>19.60</td>
<td>11.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_n$ (kN/m$^3$)</td>
<td>16</td>
<td>20</td>
<td>17.44</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_{s\text{at}}$ (kN/m$^3$)</td>
<td>18</td>
<td>22</td>
<td>20.66</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC (%)</td>
<td>5</td>
<td>50</td>
<td>27.74</td>
<td>16.83</td>
</tr>
<tr>
<td>Validation set</td>
<td>Input 1205</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$M_w$</td>
<td>4</td>
<td>8</td>
<td>6.21</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_{\text{max}}$ (cm/s$^2$)</td>
<td>0.1</td>
<td>0.5</td>
<td>0.29</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GWL (m)</td>
<td>1</td>
<td>9</td>
<td>5.11</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d$ (m)</td>
<td>1.5</td>
<td>19.5</td>
<td>10.99</td>
<td>5.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPT-N</td>
<td>5</td>
<td>35</td>
<td>19.60</td>
<td>11.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_n$ (kN/m$^3$)</td>
<td>16</td>
<td>20</td>
<td>17.44</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_{s\text{at}}$ (kN/m$^3$)</td>
<td>18</td>
<td>22</td>
<td>20.66</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC (%)</td>
<td>5</td>
<td>50</td>
<td>27.74</td>
<td>16.83</td>
</tr>
<tr>
<td>Output</td>
<td></td>
<td>$M_w$</td>
<td>4</td>
<td>8</td>
<td>6.21</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_{\text{max}}$ (cm/s$^2$)</td>
<td>0.1</td>
<td>0.5</td>
<td>0.29</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GWL (m)</td>
<td>1</td>
<td>9</td>
<td>5.11</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d$ (m)</td>
<td>1.5</td>
<td>19.5</td>
<td>10.99</td>
<td>5.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPT-N</td>
<td>5</td>
<td>35</td>
<td>19.60</td>
<td>11.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_n$ (kN/m$^3$)</td>
<td>16</td>
<td>20</td>
<td>17.44</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\gamma_{s\text{at}}$ (kN/m$^3$)</td>
<td>18</td>
<td>22</td>
<td>20.66</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC (%)</td>
<td>5</td>
<td>50</td>
<td>27.74</td>
<td>16.83</td>
</tr>
</tbody>
</table>

5. Multiple regression model

Multiple Regression (MR) analysis was carried out to correlate the determined FS value of liquefaction potential with six soil parameters (i.e., $\gamma_n$, FC, SPT-N, $\gamma_{s\text{at}}$, GWL, and $d$) and two seismic parameters ($M_w$ and $a_{\text{max}}$). MR model yielded the stated equation:

$$FS = 11.478 - 1.174M_w + 0.1125SPT - N$$

$$+ 0.027FC - 10.937a_{\text{max}} - 0.034\gamma_n + 0.02\gamma_{s\text{at}}$$

$$+ 0.082GWL - 0.064d,$$

$$R^2 = 0.626,$$

where $a_{\text{max}}$ is in cm/s$^2$, $\gamma_n$ and $\gamma_{s\text{at}}$ are in kN/m$^3$, and $d$ and GWL are in m.

6. Results and discussion

The plots of the comparison of FS values obtained by the ANN model with those computed by the simplified method [2] are shown in Figures 2 to 4. These figures illustrate that the predicted FS values are found to be quite close to the computed FS values. These results indicate the overall good agreement between the ANN model and the simplified method [2]. Hence, FS value was predicted with acceptable accuracy based on the easily determined soil properties and seismic coefficient with the use of trained ANN values.
Figure 2. The comparison of the calculated FS values with the predicted FS values obtained from the ANN model for training samples.

Figure 3. The comparison of the calculated FS values with the predicted FS values obtained from the ANN model for testing samples.

Figure 4. The comparison of the calculated FS values with the predicted FS values obtained from the ANN model for validation samples.

Figure 5. The comparison of the calculated FS values with the predicted FS values obtained from the MR model for all samples.

According to the results of the MR analysis, MR equation (Eq. (10)) has $R^2$ value of 0.626. In addition, in order to examine the prediction capacity of MR model, the relationship between FS values predicted through Eq. (10) and those calculated by the simplified method [2] was examined for all samples, as shown in Figure 5. This figure illustrates that the MR model is not able to predict FS values accurately.

Additionally, four different performance indices, (the determination coefficient ($R^2$), Variance Accounted For (VAF), Mean Absolute Error (MAE), and Root Mean Square Error (RMSE), given by Eqs. (12) to (15), respectively), were used to evaluate the predictability of the models. These calculated indices are listed in Table 4.

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2},$$  \hspace{1cm} (12)

$$VAF = \left[ 1 - \frac{\text{var} (y - \hat{y})}{\text{var} (y)} \right] \times 100,$$ \hspace{1cm} (13)

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |(y_i - \hat{y}_i)|,$$ \hspace{1cm} (14)

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2},$$ \hspace{1cm} (15)

where var demonstrates the variance, and the measured and the predicted values are denoted by $y$ and $\hat{y}$, respectively.

In addition to the performance indices, to examine the models' predictabilities, a Scaled Percent Error (SPE) [30-35] versus cumulative frequency is plotted in Figures 6 and 7, respectively.
Table 4. Performance indices (\(R^2\), RMSE, MAE, and VAF) of the ANN and MR models developed.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>(R^2) (%)</th>
<th>MAE</th>
<th>RMSE</th>
<th>VAF (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>98.16</td>
<td>0.31</td>
<td>0.53</td>
<td>98.87</td>
</tr>
<tr>
<td></td>
<td>Validation set</td>
<td>95.50</td>
<td>0.38</td>
<td>0.75</td>
<td>95.83</td>
</tr>
<tr>
<td></td>
<td>Testing set</td>
<td>95.83</td>
<td>0.28</td>
<td>0.56</td>
<td>96.88</td>
</tr>
<tr>
<td></td>
<td>All set</td>
<td>62.55</td>
<td>1.64</td>
<td>2.35</td>
<td>62.58</td>
</tr>
</tbody>
</table>

**Figure 6.** Scaled percent error of FS values obtained from the ANN model.

**Figure 7.** Scaled percent error of FS obtained from the MR model.

\[
SPE = \frac{(FS_p - FS_c)}{(FS_{c,max} - FS_{c,min})}
\]

where subscripts \(p\) and \(c\) denote the predicted and computed FS values; subscripts max and min denote the maximum and minimum FS values. It can be observed that about 95% of the predicted FS value is in the ±2% range of the SPE values, yielding an excellent estimation of the FS value. It can be noticed that about 87% of FS value predicted by the MR model is in the range of ±15% of the SPE, giving a poor estimation of the FS value. These results indicate that the developed ANN model is superior to the MR model in predicting the FS value. It can be noted that the developed ANN model can be utilized to estimate the FS value for the liquefaction prediction and assessment.

As mentioned earlier, Figures 2 to 4 show the results of the FS values obtained by the ANN model compared with those computed by Seed and Idriss [2]

method, called the simplified method. The simplified method [2] is the most widely used for calculating FS values; however, this method includes performing many manual works requiring the use of tables or charts. Therefore, considering the ANN model’s accuracy, the model can be utilized in the preliminary planning stage of the FS value without the need for performing any manual work mentioned above. Additionally, the FS values calculated by the other two SPT-based methods suggested by Blake [36] and Idriss and Boulanger [37] versus those obtained by ANN model are shown in Figures 8 and 9, respectively. These figures illustrate that the FS values calculated by both Blake [36] and Idriss and Boulanger [37] methods are found to be mostly greater than the FS values predicted by the ANN model, demonstrating a less secure estimation of liquefaction assessment for the SPT-based methods suggested by Blake [36] and Idriss and Boulanger [37].

**Figure 8.** Comparison of the FS values predicted by ANN method and Blake method [36].

7. Conclusions

In this study, the efficiency of the ANN and MR models in predicting the (FS) value was investigated. To this end, the FS values were computed by the use of the simplified method [2] through changing the soil and earthquake parameters, and this method was used
while developing both models. Six soil properties, namely standard penetration test number (SPT-N), Fines Content (FC), the depth of Ground Water Level (GWL), the depth of the soil ($d$), saturated unit weight ($\gamma_{sat}$), and natural unit weight ($\gamma_n$) of soil, and two earthquake parameters, namely earthquake magnitude ($M_w$) and horizontal peak ground acceleration ($a_{max}$), were used as input parameters in both models. The output parameter in both models was the calculated FS value. When the predicted FS values of both models were compared with the calculated FS values, it was found that the ANN model yielded FS values that are much more close to the computed FS values than MR model. In addition, five different performance indices were used to evaluate the predictabilities of the models developed. These performance indices indicated that the ANN models were superior to the MR model. Therefore, in the preliminary designing stage of the Factor of Safety (FS) against liquefaction, the ANN model developed in this study could be used accurately in the preliminary designing stage of the Factor of Safety (FS) against liquefaction without the need for performing any manual work such as the use of tables or charts.
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