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Abstract. The e�ective stress parameter (�) is applied to obtain the shear strength of
unsaturated soils. In this study, two Adaptive Neuro-Fuzzy Inference System (ANFIS)
models, including SC-FIS model (created by subtractive clustering) and FCM-FIS model
(created by Fuzzy c-means (FCM) clustering), are presented for prediction of �, and
the results are compared. The soil-water characteristic curve �tting parameter (�), the
con�ning pressure, the suction, and the volumetric water content in dimensionless forms
are used as input parameters for these two models. By using a trial-and-error process, a
series of analyses were performed to determine the optimum methods. The ANFIS models
were constructed, trained, and validated to predict the value of �. The quality of the
ANFIS prediction ability was quanti�ed in terms of the determination coe�cient (R2),
Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). These two ANFIS
models are able to e�ectively predict the value of � with reasonable values of R2, RMSE,
and MAE. Sensitivity analysis was implemented to determine the e�ect of input parameters
on � prediction, and the results revealed that the con�ning pressure and the volumetric
water content parameters had the most in
uence on � prediction.

© 2019 Sharif University of Technology. All rights reserved.

1. Introduction

Compacted soils, which are commonly used in geotech-
nical engineering projects, such as earth dams, high-
ways, embankments, and airport runways, are mostly
unsaturated. To achieve a safe design in all these
projects, the stress state variable in soil plays a sig-
ni�cant role. Any proposed model for the stress state
variable should express its independence from the soil
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properties [1]. In saturated soils, the e�ective stress
is taken into account as the stress state variable [2].
Some researchers have attempted to �nd the stress
state variable for unsaturated soils the same as that
for saturated soils with only one variable; however, they
have noticed that the soil properties have been involved
in the proposed models [3-6]. Therefore, in unsaturated
soil, the stress state variable consists of two stress state
variables [4]:

�0 = (� � ua) + �(ua � uw); (1)

where � is the e�ective stress parameter. Parameter
� varies from 1 to 0 from saturated to dry soils,
respectively, ua is the pore air pressure, (��ua) is the
net normal stress, and (ua � uw) is the matric suction
denoted by S. Khalili and Khabbaz [7] solved � as a
function of suction ratio as follows:
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� =

8<:�ua�uwue

��0:55
for ua � uw > ue

1 for ua � uw � ue
(2)

where ue (the air entry value) is a measure of suction,
showing the transition from the saturated state to the
unsaturated state. Determining all of these parameters
to quantify the value of � is a di�cult and time-
consuming task and needs conducting many laboratory
tests. In addition, theoretical studies have also shown
that � is highly nonlinear and may exceed unity [8].

The shear strength of unsaturated soil may be
determined by means of the concept of the stress state
variable. Bishop [4] proposed the following equation to
calculate the shear strength of unsaturated soils:

� = c0 + (� � ua) tan�0 + �S tan�0; (3)

where c0 and �0 are the e�ective cohesion and the
internal friction angle, respectively.

According to the shear strength of saturated soils,
Eq. (3) is presented by Fredlund et al. [9] to calculate
the shear strength of unsaturated soils.

� = c0 + (� � ua) tan�0 + S tan�b; (4)

where �b is the friction angle associated with changes
in S alone. The relationship between �0 and �b is
presented by Escario and Saez [10] as follows:

� =
tan�b

tan�0 : (5)

� is generally assumed to be a function of the degree
of saturation (Sr). This parameter has been proposed
through the best-�t regression formulas conducted on
some suitable experimental data. In the following
equations, � is presented as a function of Sr, which
is obtained from the best �t of the experimental
results [11,12]:

� = Skr =
�
�
�s

�k
; (6)

� =
Sr � Srr
1� Srr =

� � �r
�s � �r ; (7)

where Srr is the residual degree of saturation (the
saturation of water around the soil particle surfaces
exists like tine �lms), Sr is the degree of saturation
(at the moment of testing), �, �s, and �r are the
volumetric, saturated, and residual volumetric water
contents, respectively, and k is an optimized parameter,
determined from the best �t between measured and
predicted values. Figure 1 shows Sr versus � for the
various values of k and Srr [8].

An accurate prediction of � can be achieved
when improved approaches are utilized for a nonlinear

Figure 1. Sr versus � for various values of k and Srr [8].

problem. Arti�cial Intelligence (AI) based techniques
have been useful as an alternative approach to replace
the conventional techniques for the prediction of engi-
neering problems. Some AI-based models have been
recently used for the prediction of � based on available
empirical data [13-15].

Due to the nonlinearity of the relationship be-
tween � and related parameters, the prediction process
can be complex. Therefore, a powerful model, such as
the Adaptive Neuro-Fuzzy Inference System (ANFIS)
model, should be employed to predict the process ac-
curately. ANFIS models are well-known hybrid neuro-
fuzzy networks for modeling complex systems [16].
Characterized by the learning capability from past
experiences, ANFIS is going to be one of the pillars
of scienti�c research [17].

In the �eld of geotechnical engineering, the use
of ANFIS is also in progress. Gokceoglu et al. [18]
used the neuro-fuzzy system to estimate the defor-
mation modulus of rock masses, and their neuro-
fuzzy model exhibited a high performance. Kalkan
et al. [19] developed ANFIS and Arti�cial Neural
Network (ANN) models to predict the Uncon�ned
Compressive Strength (UCS) of compacted granular
soils, and the results of the ANFIS model were very
encouraging, compared to the ANN model. Kayadelen
et al. [20] used ANFIS to predict the swell percentage
of compacted soils, and showed that ANFIS was a more
reasonable method for predicting the swelling potential
of soils. Cobaner [21] predicted the estimation of
evapotranspiration (ET0) using climatic variables by
two ANFIS models, based on grid partition (G-ANFIS)
and subtractive clustering (S-ANFIS), and Multi-Layer
Perceptron (MLP) model; it was found that S-ANFIS
model showed better results than G-ANFIS and MLP
models. Sezer et al. [22] successfully trained an ANFIS
model to predict permeability based on 20 di�erent
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types of granular soils. Ikizler et al. [23] showed
that neural network and adaptive neuro-fuzzy-based
prediction models could satisfactorily be used to obtain
the swelling pressure of expansive soils. Doostmoham-
madi [24] used ANFIS model to predict time-dependent
swelling pressure (SPf), compared the ANFIS results
with ANN and multiple regression approaches, and
proved that the ANFIS model was more e�ective in
modeling the cyclic swelling pressure. Cabalar et
al. [25] developed ANFIS models for (I) damping ratio
and shear modulus of coarse rotund sand-mica mix-
tures based on experimental results from Stokoe's res-
onant column testing apparatus, (II) deviatoric stress-
strain, pore water pressure generation-strain properties
of coarse rotund sand-mica mixtures from triaxial
testing apparatus, and (III) liquefaction triggering.
Zoveidavianpoor [26] compared the capability levels of
ANN and ANFIS for the prediction of compressional
wave (p wave) velocity, and proved that ANFIS and
ANN systems performed comparably well and accurate
for the prediction of p wave.

2. Adaptive Neuro-Fuzzy Inference System
(ANFIS)

Fuzzy Logic (FL), introduced by Zadeh [27], is com-
monly applied with investigative knowledge and im-
precise inputs to realize complicated functions. The
membership grade with the numbers 0 or 1 is expressed
in the classical logic; however, FL can have any number
between 0 and 1. Membership grade of each member
is determined by the membership functions. Fuzzy
Inference System (FIS) is the same as a black box,
which connects the input space to the output space
through some fuzzy if-then rules. A fuzzy if-then rule
can be shown as follows:

if x is A then y is B;

where A and B are linguistic values de�ned by fuzzy
sets on the ranges (universes of discourse) X and Y ,
respectively. \x is A" is called antecedent or premise,
and \y is B" is called consequent or conclusion [28].
Three well-known FIS models include Mamdani and
Assilian [29], Takagi-Sugeno-Kang (TSK) [30], and
Tsukamoto [31].

Neural Networks (NNs) [32] can learn from his-
torical data and train themselves to achieve high per-
formance, while extensive expertise is not mandatory.
Among the most powerful data-driven methods, FL
and NNs systems are able to monitor data pattern
classi�cation in diagnostic tasks. Adaptive Neuro-
Fuzzy Inference System (ANFIS) [16] is a combination
of FL and NNs. ANFIS applied a Takagi-Sugeno-Kang
Fuzzy Inference System (TSK-FIS) to a set of input
and output data. TSK-FIS if-then rules are simply
presented as follows [33]:

Figure 2. A typical fuzzy model of TS type [16].

Figure 3. A typical ANFIS structure [58].

Rule 1 : if x is A1; y is B1 then f1 = p1x+ q1y + r1;

Rule 2 : if x is A2; y is B2 then f2 = p2x+ q2y + r2;

where Ai and Bi are the linguistic labels of the ith
rule. pi, qi, and ri are the consequent parameters in
the TSK-FIS [28].

TSK-FIS with 2 inputs (x and y) and one output
(f) is presented in Figure 2.

ANFIS, as an optimization method, uses hybrid
learning algorithms (gradient descent and least-squares
method). The antecedent and consequent parameters
will be adjusted with gradient descent and least-squares
method, respectively [33]. Figure 3 shows the ANFIS
structure that has �ve layers of nodes including square
nodes (adaptive nodes whose parameters will vary
during training) and circle nodes (�xed nodes whose
parameters will not vary during training).

The layers of ANFIS are described as follows [16]:

� In Layer 1, the fuzzy membership grade of the inputs
may be obtained through Eq. (8) as follows:

O1;i = �Ai (x) i = 1; 2;

O1;i = �B(i�2) (x) i = 3; 4; (8)

where �Ai and �Bi are the grades of membership
functions of Ai and Bi, respectively, and are de�ned
by the membership function;

� In Layer 2, the output of each node is multiplied by
the input signals and represents the �ring strength
(the degree that the antecedent part of a fuzzy rule
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is ful�lled) of a law.

O2;i = wi = �Ai (x)�Bi (y) i = 1; 2; (9)

where wi is the �ring strength of the ith rule.
� In Layer 3, the normalized �ring strength, �wi, is

presented as follows:

O3;i = �wi =
wi

w1 + w2
: (10)

� In Layer 4, the contribution of the ith rule in the
output is calculated with an adaptive function:

O4;i = �wifi = �wi (pix+ qiy + ri) ; (11)

where fi is the linear function of the inputs.
� Finally, in Layer 5, the summation of all input

signals is calculated as follows:

O5;i =
X

i
�wif i =

P
i wifiP
i wi

: (12)

In this paper, to determine the membership grade,
the Gaussian membership function is used as follows:

�Ai (xj) = e
�
�
xj�cji
�ji

�2

; (13)

where xj is the input data variable; cji and �ji are the
center (mean) and the width (standard deviation) of
the membership function, respectively. Actually, cji
and �ji are the antecedent parameters of fuzzy rules
for the Gaussian membership function.

3. Fuzzy clustering

Fuzzy clustering of data provides a division of the data
space into fuzzy clusters and gives useful information
by grouping data from a large dataset that represents
a system behavior. In this way, each obtained cluster
center represents a rule. There are several methods
for clustering such as k-means clustering [34], fuzzy
c-means clustering [35], and mountain and subtrac-
tive clustering method, which is a non-iterative algo-
rithm [36]. In this paper, the initial FIS for ANFIS
models is used, which is created by subtractive and
fuzzy c-means clustering methods.

3.1. Subtractive clustering
In 1994, the Subtractive Clustering (SC) model was
developed by Chiu [36,37]. This model is a fast, robust,
and accurate algorithm for specifying the number of
clusters and the cluster centers in a set of data. SC
is an extension of the grid-based mountain clustering
method [38]. Based on the density of surrounding data
points, in the SC method, each data point is assumed
to be a likely cluster center, and its potential is then
calculated. The steps of the SC process for a collection
of n data points, Y = fy1; y2; : : : ; yng, in d-dimensional
space can be summarized as follows [36]:

1. Normalize the dataset between 0 and 1 by calculat-
ing the following formulation for each dimension of
data:

xli =
yli � ylmin

ylmax � ylmin i = 1; 2; :::; n l = 1; 2; :::; d;
(14)

where xli is the normalized value of the ith data
in the lth dimension, yli is the ith data in the lth
dimension, and ylmin and ylmax are the minimum
and maximum values of data samples in the lth
dimension.

2. Determine a potential value at each data point, xi:

pi =
nX
j=1

e��kxi�xjk2 ; (15)

� =
4
r2
a
; (16)

where jj:jj is the Euclidean distance, xi and xj
are the normalized data points with d-dimensional
space, and ra is the positive constant between 0 and
1, representing a neighborhood radius.

The data points with many neighboring data
points will have high potential value. The �rst
cluster center is chosen as the data point with
the maximum potential value among all other data
points;

3. Calculate the reduction potential value of each
remaining data point as follows:

pi = pi � p�1e��kxi�x�1k2 ; (17)

� =
4
r2
b
; (18)

rb = �ra; (19)

where x�1 is the �rst cluster center, p�1 is its potential
value, and � is the squash factor with a constant
value greater than 1.

The second cluster center is chosen as a data
point with the maximum remaining potential;

4. Find the other cluster centers using the following
equation:

pi = pi � p�ke��kxi�x�kk2 ; (20)

where x�c is the kth cluster center, and p�k is its
potential value data as a cluster center. Some
conditions, such as Eqs. (21) to (23), must be
checked in the SC process [33]:

p�k > �"p�1; (21)

p�k < "p�1; (22)
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dmin
ra

+
p�k
p�1
� 1; (23)

where �" and " are accepted and rejected ratios, re-
spectively, and dmin is the shortest distance between
x�k and all the previously found cluster centers. x�k,
as a cluster center, will be accepted, when Eq. (21)
is satis�ed; the clustering process will be completed
if Eq. (22) is satis�ed; consequently, Eq. (23) should
be satis�ed. Chiu [36] suggested that �" = 0:5 and
" = 0:15. The fourth step will be repeated until
the above conditions are ful�lled and, then, the SC
process is accomplished. The number of clusters
and fuzzy rules is equal and will be changed by the
value of ra. The great value of ra makes a fewer
number of cluster centers, and vice versa [33].

3.2. Fuzzy c-means clustering
Fuzzy c-means (FCM) clustering was developed by
Dunn [39] and improved by Bezdek [35]. In the FCM
clustering, �rstly, the number of clusters is chosen,
and the sample data points are clustered into the
chosen cluster numbers. This method can obtain the
cluster centers directly. Let Y = fy1; y2; : : : ; yng be
the sample data points, and each data point has d-
dimensions. These data points should be clustered into
C clusters. The objective function for FCM is de�ned
as follows:

Jm =
nX
i=1

cX
j=1

umijkyi � cjk2; (24)

where m is the weighting exponent and has a constant
value greater than 1. Bezdek [35] suggested thatm = 2,
yi is the ith data point, cj is the jth center of cluster,
jj:jj is the Euclidean distance between yi and cj , and
uij is the membership degree of the ith data point in
the jth cluster.

uij and cj are calculated by the following equa-
tions [33]:

uij =
1Pc

k=1

� kyi�cjkkyi�ckk
� 2
m�1

; (25)

c =
Pn
i=1 u

m
ij � yiPn

i=1 umij
; (26)

In the clustering process, Eqs. (25) and (26) will
be updated until the stopping condition (Eq. (27)) is
ful�lled.

max
n���u(k+1)

ij � u(k)
ij

���o < "; (27)

where " is a criterion value to stop clustering, and k is
the iteration step.

The above formulation allows the objective func-
tion (Jm) to converge to the possible minimum
value [33].

4. Used database for modeling

In this study, the datasets used to develop two ANFIS
models were derived from 120 collected data from the
literature [40-49]. These data were associated with the
results of triaxial, shear, pressure plate, and �lter paper
tests. These datasets consist of seven characteristics
of unsaturated soils: suction (S), bubbling pressure
(hb), net con�ning pressure (P ), residual water content
(�r), saturated volumetric water content (�s), soil-
water characteristic curve �tting parameter (�), and
e�ective stress parameter (�). S, hb, P , �r, and �s
characteristics of data became dimensionless as follows:
P
P0

is the dimensionless con�ning pressure parameter
P0 = 101:325 kPa, S

hb is the dimensionless suction
parameter, and �r

�s is the dimensionless volumetric
water content parameter (Table 1). Table 2 shows the
range of P

P0
, S
hb , �r

�s , and �.
The datasets were divided into three separate

groups: the training dataset (used to train the ANFIS
model) by 85 data (71%), the validation dataset (used
to prevent over�tting through training procedure) by
15 data (12%), and the testing dataset (used to verify
the accuracy and e�ectiveness of the model) by 20 data
(17%). The data were chosen randomly in each dataset.

5. Developing ANFIS models to predict �
value

In order to develop the ANFIS model, �rstly, the
initial Fuzzy Inference System (FIS) was created and,
then, trained by ANFIS. In this paper, two initial FIS
models, SC-FIS and FCM-FIS, were created by the
application of Subtractive Clustering (SC) and Fuzzy c-
means (FCM) clustering, respectively. In other words,
the TSK-FIS in these models was created by the SC
and FCM clustering, respectively. The fuzzy if-then
rules in TSK-FIS models for predicting � are de�ned
as follows:

Rulec :

8>>>>>><>>>>>>:
If x1 is A1c and x2 is A2c and x3 is A3c

and x4 is A4c

Then fc = p0c + p1cx1 + p2cx2

+p3cx3 + p4cx4

where x1, x2, x3, and x4 are S
hb , P

P0
, �r
�s , and �,

respectively. c is the cluster number (c = 1 � C),
A1c; A2c, A3c, and A4c are the linguistic labels (the
fuzzy membership functions) of the cth rule, fc is the
consequent of Rule c, and p0c, p1c, p2c, p3c, and p4c
are the consequent parameters for the cth rule. As
mentioned earlier, the number of the clusters is equal
to that of fuzzy rules and membership functions. To
achieve the best solution to the problem with high
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Table 1. The dimensionless data used for modeling �.

Data no. Reference P
P0

S
hb

�r
�s

� �

1 [40] 0.493462 0.5 0.005166 0.89 1
2 [40] 0.986923 0.5 0.005166 0.89 1
3 [40] 1.480385 0.5 0.005166 0.89 1
4 [40] 0.493462 1 0.005166 0.89 1
5 [40] 0.986923 1 0.005166 0.89 1
6 [40] 1.480385 1 0.005166 0.89 1
7 [40] 0.493462 1.5 0.005166 0.89 0.7024
8 [40] 0.986923 1.5 0.005166 0.89 0.6737
9 [40] 1.480385 1.5 0.005166 0.89 0.8582
10 [41] 0 0 0.224028 0.62 1
11 [41] 1.480385 0 0.224028 0.62 1
12 [41] 2.96077 0 0.224028 0.62 1
13 [41] 0 20 0.224028 0.62 0.3562
14 [41] 1.480385 20 0.224028 0.62 0.3733
15 [41] 2.96077 20 0.224028 0.62 0.3678
16 [41] 0 40 0.224028 0.62 0.2348
17 [41] 1.480385 40 0.224028 0.62 0.3228
18 [41] 2.96077 40 0.224028 0.62 0.3541
19 [41] 0 80 0.224028 0.62 0.1741
20 [41] 1.480385 80 0.224028 0.62 0.2465
21 [41] 2.96077 80 0.224028 0.62 0.2905
22 [41] 0 120 0.224028 0.62 0.1463
23 [41] 1.480385 120 0.224028 0.62 0.1832
24 [41] 2.96077 120 0.224028 0.62 0.2504
25 [49] 0 51 0 0.19 0.11
26 [49] 0 12.86486 0 0.19 0.41
27 [49] 0 7.810811 0 0.19 0.6
28 [49] 0 4.135135 0 0.19 0.74
29 [49] 0 24.35135 0 0.19 0.27
30 [49] 0 2.205405 0 0.19 0.9
31 [49] 0 2.756757 0 0.19 0.79
32 [49] 2.013323 82.7027 0 0.19 0.24
33 [49] 2.013323 71.21622 0 0.19 0.26
34 [49] 2.013323 67.08108 0 0.19 0.35
35 [49] 2.013323 61.56757 0 0.19 0.32
36 [49] 2.013323 59.72973 0 0.19 0.49
37 [49] 2.013323 28.94595 0 0.19 0.53
38 [49] 2.013323 5.972973 0 0.19 0.9
39 [49] 0 1.064877 0.619678 0.96 0.47
40 [49] 0 0.608501 0.619678 0.96 1
41 [49] 0 0.760626 0.619678 0.96 1
42 [49] 0 0.380313 0.619678 0.96 1
43 [49] 0 0.456376 0.619678 0.96 1
44 [49] 0 0.281432 0.619678 0.96 1
45 [49] 0 0.304251 0.619678 0.96 1
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Table 1. The dimensionless data used for modeling � (continued).

Data no. Reference P
P0

S
hb

�r
�s

� �

46 [49] 0 0.684564 0.619678 0.96 1
47 [43] 1.973847 1.052632 0.6845 0.48 0.6462
48 [43] 1.973847 2.105263 0.6845 0.48 0.5755
49 [43] 1.973847 0.8 0.713746 0.91 1
50 [43] 1.973847 1.6 0.713746 0.91 0.6883
51 [43] 1.973847 3.2 0.713746 0.91 0.57
52 [43] 1.973847 0.5 0.633816 1.05 1
53 [43] 1.973847 1 0.633816 1.05 1
54 [43] 1.973847 2 0.633816 1.05 0.7283
55 [43] 0.296077 8 0.137 1.11 0.8938
56 [43] 0.296077 24 0.137 1.11 0.4966
57 [43] 0.296077 40 0.137 1.11 0.3575
58 [43] 1.233654 8 0.137 1.11 0.8938
59 [43] 1.233654 24 0.137 1.11 0.6952
60 [43] 1.233654 40 0.137 1.11 0.5363
61 [43] 2.467308 8 0.137 1.11 1
62 [43] 2.467308 24 0.137 1.11 0.9931
63 [43] 2.467308 40 0.137 1.11 0.5959
64 [43] 0.296077 2.857143 0 0.41 0.7151
65 [43] 0.296077 8.571429 0 0.41 0.4966
66 [43] 0.296077 14.28571 0 0.41 0.4052
67 [43] 1.233654 8.571429 0 0.41 0.8541
68 [43] 1.233654 2.857143 0 0.41 1
69 [43] 1.233654 14.28571 0 0.41 0.7151
70 [43] 2.467308 2.857143 0 0.41 0.8938
71 [43] 2.467308 8.571429 0 0.41 0.8938
72 [43] 2.467308 14.28571 0 0.41 0.7151
73 [44] 0.197385 2.666667 0.505987 0.33 0.5795
74 [44] 0.690846 2.666667 0.505987 0.33 0.7671
75 [44] 1.184308 2.666667 0.505987 0.33 1
76 [44] 0.296077 1.666667 0.505987 0.33 0.8717
77 [44] 0.493462 1.666667 0.505987 0.33 1
78 [44] 0.986923 1.666667 0.505987 0.33 1
79 [44] 0.789539 4 0.505987 0.33 0.8494
80 [44] 1.283 4 0.505987 0.33 0.7938
81 [44] 0.197385 6.666667 0.505987 0.33 1
82 [44] 0.493462 6.666667 0.505987 0.33 1
83 [44] 0.986923 6.666667 0.505987 0.33 1
84 [44] 0.296077 4 0.505987 0.33 0.604
85 [46] 0.986923 200 0.655157 0.21 0.6185
86 [46] 3.947693 200 0.655157 0.21 0.6098
87 [46] 3.947693 200 0.655157 0.21 0.2525
88 [46] 3.947693 300 0.655157 0.21 0.5308
89 [47,48] 0.493462 8.333333 0.272727 8.33 0.731
90 [47,48] 0.986923 8.333333 0.325 11.82 1
91 [47,48] 0.493462 16.66667 0.272727 8.33 0.497
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Table 1. The dimensionless data used for modeling � (continued).

Data no. Reference P
P0

S
hb

�r
�s

� �

92 [47,48] 0.986923 16.66667 0.325 11.82 0.694
93 [47,48] 0.493462 33.33333 0.272727 8.33 0.239
94 [47,48] 0.986923 33.33333 0.325 11.82 0.337
95 [47,48] 0.493462 66.66667 0.272727 8.33 0.091
96 [47,48] 0.986923 66.66667 0.325 11.82 0.155
97 [45] 0 6.382979 0.066577 0.73 0.4801
98 [45] 0 4.255319 0.066577 0.73 0.6481
99 [45] 0 2.12766 0.066577 0.73 0.9762]
100 [45] 0.493462 4.444444 0.168462 0.94 0.9069
101 [45] 0.493462 5.740741 0.168462 0.94 0.8053
102 [45] 0.493462 9.481481 0.168462 0.94 0.5376
103 [45] 0.986923 3.037037 0.168462 0.94 0.9953
104 [45] 0.986923 4.444444 0.168462 0.94 0.9335
105 [45] 0.986923 5.740741 0.168462 0.94 0.7744
106 [45] 0.986923 8.962963 0.168462 0.94 0.5621
107 [45] 1.480385 4.555556 0.168462 0.94 0.7937
108 [45] 1.480385 5.740741 0.168462 0.94 0.7434
109 [45] 1.480385 9.259259 0.168462 0.94 0.5313
110 [45] 1.973847 2.962963 0.168462 0.94 1
111 [45] 1.973847 5.592593 0.168462 0.94 0.7737
112 [45] 1.973847 8.962963 0.168462 0.94 0.5687
113 [45] 2.467308 2.962963 0.168462 0.94 0.8802
114 [45] 2.467308 4.444444 0.168462 0.94 0.8268
115 [45] 2.467308 5.481481 0.168462 0.94 0.811
116 [45] 2.467308 9.074074 0.168462 0.94 0.5748
117 [45] 2.96077 2.814815 0.168462 0.94 0.9265
118 [45] 2.96077 4.444444 0.168462 0.94 0.8002
119 [45] 2.96077 5.481481 0.168462 0.94 0.8218
120 [45] 2.96077 8.814815 0.168462 0.94 0.5715

Table 2. The range of datasets.

Parameter Minimum Maximum

Input

P
P0

0.0000 3.9477
S
hb

0.0000 300.0000
�r
�s

0.0000 0.7137
� 0.1900 11.8200

Output � 0.0910 1.0000

accuracy and optimize the clustering and training time
consumption, �nding the appropriate number of fuzzy
rules is very important. A number of methods have
been recommended to gain the optimum number of
clusters such as the cluster validity measure [35,50,51],
the compatible cluster merging [52,53], and the trial-
and-error method by minimizing the prediction er-

ror [54]. In addition, the over�tting may occur in
the training process if the number of training epochs
is not selected in the appropriated range, leading to
misleading results [55].

The accuracy and performance evaluation of SC-
FIS and FCM-FIS models should be veri�ed by testing
datasets for their �rst appearance in ANFIS models.
Performance indices such as the determination coe�-
cient (R2), the Mean Absolute Error (MAE), and the
Root Mean Square Error (RMSE) were calculated to
assess the accuracy of SC-FIS and FCM-FIS models.
These performance measures are presented in Eqs. (28)
to (30):

R2 =
Pn
i=1XimXipqPn

i=1Xim
2Pn

i=1Xip
2
; (28)



3148 H. Rahnema et al./Scientia Iranica, Transactions A: Civil Engineering 26 (2019) 3140{3158

RMSE =

sPn
i=1 (Xim �Xip)

2

n
; (29)

MAE =
Pn
i=1 jXim �Xipj

n
; (30)

where n is the number of data in each dataset, Xim is
the measured value, and Xip is the predicted value.

In the following sections, to predict parameter �,
the process of �nding the optimum number of training
epochs and fuzzy rules along with some other key
features of the two ANFIS models is presented.

5.1. SC-FIS model
The initial FIS of SC-FIS model was created by SC. In
order to determine the best epoch of training ANFIS,
some FIS models were created by SC with a range of ra
between 0.1 and 1 and the random choice of Training,
Validation, and Testing (TVT) datasets. Other SC
chosen parameters include � = 1:25, �" = 0:5, and
" = 0:15. Then, the number of epochs for training was
set to 1000. In each epoch, the RMSE was calculated
for training and validation sets as an error tolerance.
When the designated epoch number was reached, the

error tolerance was plotted. Some error tolerance plots
were tried in di�erent ra and random datasets. Figure 4
represents the plots of four examples of error tolerance
for training and validation datasets. In Figure 4(a) and
(b), after about 200 epochs, the error tolerance nearly
gets constant, and no considerable decrease occurs. As
shown in Figure 4(c), over�tting occurs after about
400 epochs. Figure 4(d) is an example of when the
over�tting occurs in the initial epochs and the training
is not good; then, in order to prevent over�tting,
the TVT datasets can be randomly chosen, and the
appropriate dataset is obtained to train the model. The
best number of epochs for the training process is about
200 to 300 epochs, and it is normally enough for the
training process.

The value of ra strongly a�ects the number of
fuzzy clusters. As ra increases, the fuzzy rules decrease,
and vice versa. Therefore, �nding the best ra is
very important for achieving a suitable solution to the
problem. To get the best ra in SC-FIS model, the trial-
and-error method is used and the code is written in
MATLAB software with the following conditions.

The TVT datasets were created randomly, and
the range of ra was chosen between 0.1 and 1. This

Figure 4. Examples of the number of epochs versus error tolerance for training and validation datasets for the fuzzy
model with the initial SC-FIS model.
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range was divided into 25 intervals. The initial FIS
was created at each ra interval, and the number of
clusters corresponding to ra intervals was determined.
Then, the initial FIS was trained with an epoch equal
to 300. For each ra, R2 value was calculated for
the TVT datasets. The above steps were repeated
for the speci�ed iterations. For each ra interval, the
average of all R2s and cluster numbers was calculated
and obtained in each iteration corresponding to the
ra interval. The ra versus average R2 is plotted in
Figure 5. As can be seen in Figure 5, R2 has the
highest value when ra is determined to be between 0.5
and 0.65. Figure 6 shows the ra versus the number of
clusters. As can be seen in this �gure, an increase in ra
decreases the number of clusters. Figure 7 shows the
number of clusters versus R2 for SC. In the range of
ra = 0:5 � 0:65, there are 5 to 10 clusters.

After �nding a proper range of ra, the SC-FIS
model was developed to predict � value. For this
purpose, SC parameters were chosen as follows: � =
1:25, �" = 0:5, and " = 0:15, ra = 0:5 � 0:65 by

Figure 5. Variable ra versus average R2.

Figure 6. Variable ra versus the number of clusters.

Figure 7. Number of clusters versus R2.

dividing into 25 intervals, epoch = 300, and initial R2

= 0. The TVT datasets were randomly created. For
each ra interval, the initial FIS was also created and
trained by ANFIS; accordingly, the value of R2 was
calculated for the TVT and the total dataset. Then,
the new R2 for the total dataset was compared to
the previous R2. If R2 was greater than the previous
R2, the ANFIS was stored and, then, continued at
the next ra interval. After �nishing all ra intervals,
the next iteration and the other TVT dataset were
randomly selected, and the above process was repeated.
This process continued until the model was not able
to �nd any greater R2. The best R2 for the SC-
FIS model was found in ra = 0:55 with 9 rules.
The membership functions before and after training
are shown in Figure 8 for the SC-FIS model. The
comparison results of the predicted and measured �
values for the TVT datasets are shown in Figure 9(a)
to (c). The measured � versus predicted � values and,
also, the line by R2 = 1 for the TVT datasets are
shown in Figure 10(a) to (c). As can be seen in these
�gures, there is good agreement between measured and
predicted � values obtained by the SC-FIS model in the
training, validation, and testing datasets.

5.2. FCM-FIS model
The initial FIS of the FCM-FIS model was created by
the FCM clustering. In order to assign a proper epoch
according to the random TVT datasets, a number of
FIS models were created by the FCM clustering, and
the number of epochs for training was adjusted to
1000. Figure 11 shows four error tolerance examples
in epochs for training and validation datasets by the
FCM clustering and initial FIS. As can be seen in
Figure 11(a) to (c), after about 100 to 200 epochs, the
error tolerance reaches a plateau. This situation was
also considered in many other error tolerance �gures
for various ANFIS training models. Figure 11(d) is an
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Figure 8. The membership functions: (a) Before and (b) after training for SC-FIS model.

example of over�tting (after about 200 epochs). The
number of epochs for the model by the initial FCM-FIS
is assumed as 200 epochs.

In order to determine the best number of clusters,
a MATLAB code was written and used. In this code,
for each iteration, the number of clusters was taken
to be between 2 and 50, and the data points for the
TVT datasets were selected randomly from the total
dataset. Then, for each number of cluster intervals,
the initial FIS was created and trained by ANFIS
with 200 epochs. R2 was calculated according to each
number of cluster intervals. After reaching the last
interval of clusters, the next iteration should start;
then, the TVT datasets are selected randomly, and
these steps are repeated. Following the termination
of the desired iteration of selecting random datasets,

the average value of R2 was calculated for each cluster
interval. Then, the number of cluster intervals was
plotted versus average R2. Next, the range of the best
number of clusters was selected according to the highest
R2. Figure 12 shows the number of clusters versus R2.
According to Figure 12, R2 has the highest value in 7
to 10 clusters.

To develop the FCM-FIS model, a MATLAB code
was written. The number of clusters was chosen to
be between 7 and 10. For the �rst iteration, it was
assumed that R2 = 0 and the epoch was taken to
be 200. For each cluster interval, TVT datasets were
created randomly, and the initial FIS was created by
the FCM clustering and trained by ANFIS. The value
of R2 was calculated according to TVT and total
dataset. Then, the new R2 for the total dataset was
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Figure 9. Comparison of the predicted � values by
SC-FIS model for (a) training, (b) validation, and (c)
testing datasets.

compared with the previous R2. If R2 was greater
than the previous R2, the ANFIS was stored and, then,
continued at the next number of cluster intervals. After
completing all cluster intervals, other TVT datasets
were randomly selected, and the process above was
repeated. This process continued until the model
failed to �nd any greater R2. The FCM-FIS model
found the best R2 in 9 clusters. The membership

Figure 10. The measured � versus predicted � values by
SC-FIS model and, also, the line by R2 = 1 for (a)
training, (b) validation, and (c) testing dataset.

functions before and after training of the FCM-FIS
model are shown in Figure 13. A comparison of the
predicted and measured � values for the TVT datasets
is represented in Figure 14(a) to (c). The measured �
versus the predicted � values and the line by R2 = 1 for
training, validation, and testing datasets are plotted in
Figure 15(a) to (c), respectively.

6. Sensitivity analysis

To determine the relative e�ect of the input parameters
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Figure 11. Four examples of the most observed samples of the number of epochs versus error tolerance for training and
validation datasets for the fuzzy model with the initial FCM-FIS model.

Figure 12. Number of clusters versus R2.

on � value, sensitivity analysis was conducted for
all major input parameters. The Cosine Amplitude
Method (CAM) [56] was used to obtain the relationship
between inputs and outputs. Hence, matrix Z that

contains the data points is considered as follows:8>>><>>>:
Z = fZ1; Z2; :::; Zng
Zk = fzIkzOkg k = 1; 2; :::; n
zIk = fzk1; zk2; :::; zkmg
zOk = fzk1; zk2; :::; zkog

(31)

where n is the number of data points; for each data
point, zIk is the input vector with lengths of m, ZOk
is the output vector with a length of o, and Zk is the
vector with a length of m + o. In other words, the
dataset can be represented by n data points in m + o
dimensional space.

rij is considered as the relative in
uence of each
input on each output:

rij =

nP
k=1

zkizkjs
nP
k=1

z2
ki

nP
k=1

z2
kj

i = 1; 2; :::;m j = 1; 2; :::; o: (32)

In this paper, m = 4 (for input measured pa-
rameters: P

P0
, S
hb , �r

�s , and �) and o = 1 (for output
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Figure 13. The membership functions: (a) Before and (b) after training for FCM-FIS model.

measured parameter: �). The sensitivity analysis of
input parameters is represented in Figure 16. As can
be seen, P

P0
and �r

�s are the most in
uential parameters,
whereas S

hb has the least e�ect on � value.

7. Results and discussion

The values of R2, RMSE, and MAE for SC-FIS and
FCM-FIS models are given in Table 3. The total
dataset in Table 3 consists of the TVT datasets.
Table 3 also contains the values of R2 for the GEP
model, as proposed by Johari et al. [15]. Figure 17
shows the charts of R2, RMSE, and MAE with respect
to the developed ANFIS models and GEP R2s. As
shown in Table 3 and Figure 17, both ANFIS models
were compared with the GEP model and presented
good predictions of � value, while the FCM-FIS model
yielded a relatively better prediction than that of the
SC-FIS model. R2 value for the FCM-FIS model was

Table 3. The values of performance indices for the two
proposed models and R2 for the GEP model developed by
Johari et al. [15].

Model
Dataset SC-FIS FCM-FIS GEP

P
er

fo
rm

an
ce

in
de

x

R2

Training 0.8396 0.8948 0.8100
Validation 0.8659 0.9077 {

Testing 0.8515 0.8505 0.8300
Total 0.8462 0.8830 {

RMSE

Training 0.1085 0.0588 {
Validation 0.0972 0.0331 {

Testing 0.1106 0.0387 {
Total 0.1075 0.0939 {

MAE

Training 0.0884 0.0286 {
Validation 0.0729 0.0061 {

Testing 0.0933 0.0107 {
Total 0.0873 0.0662 {
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Figure 14. Comparison of the predicted � and the
measured � values by FCM-FIS model for (a) training, (b)
validation, and (c) testing datasets.

greater than and closer to 1 in comparison with the SC-
FIS model. According to Smith [57], if the proposed
model gives R2 > 0:8, there will generally be a strong
correlation between measured and estimated values
over all available data in the database.

The sensitivity analysis of input parameters is
represented in Figure 17. This �gure shows that P

P0

and �r
�s are the most e�ective parameters, and S

hb has
the least e�ect on � value.

Figure 15. The measured � versus predicted � values by
FCM-FIS model and, also, the line by R2 = 1 for (a)
training, (b) validation, and (c) testing datasets.

8. Conclusions

The value of the e�ective stress parameter, �, is im-
portant while dealing with unsaturated soil mechanics.
In this paper, two ANFIS models were developed to
predict the most e�ective stress parameter. These
models include SC-FIS and FCM-FIS ones, and the
initial FIS of these models was created by Subtractive
Clustering (SC) and Fuzzy c-means (FCM) clustering,
respectively. The datasets used for developing the two
ANFIS models were collected from the literature and,
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Figure 16. Sensitivity analysis of input parameters of �
models.

Figure 17. The charts of R2, RMSE, and MAE for the
developed ANFIS models.

also, the results of 120 triaxial, shear, pressure plate
and �lter paper tests. The key inputs of the model
included the dimensionless suction parameter ( Shb ),
the dimensionless con�ning pressure parameter ( PP0

),

the dimensionless volumetric water content parameter
( �r�s ), and the soil water characteristic curve �tting
parameter (�). In order to develop the models with
the highest generalization capability, ra in SC, the
number of the cluster in the FCM clustering, and the
ANFIS training epochs were optimized by the trial-
and-error method. Performance indices, such as R2,
MAE, and RMSE, were calculated to compare the
e�ciency of ANFIS models. The results of ANFIS
models were compared with the Gene Expression Pro-
gramming (GEP) model, presented by Johari et al. [15].
Sensitivity analysis was carried out to determine the
e�ect of model inputs ( Shb , P

P0
, �r�s and �) on the model

output (�). The following concluding remarks can be
drawn from the results of this study:

1. Both ANFIS models have shown the capability
to reasonably predict parameter � in the ANFIS
modeling;

2. R2s of SC-FIS and FCM-FIS models for the to-
tal datasets were 0.8462 and 0.8830, respectively.
These values showed that the ANFIS models were
able to be used to predict � value;

3. The RMSE of SC-FIS and FCM-FIS models for the
total dataset were 0.1075 and 0.0939, respectively,
which were small and acceptable values for the
prediction of �;

4. FCM-FIS model provided relatively better results
than SC-FIS model did;

5. ANFIS model's results were better than the GEP
model results, as presented by Johari et al. [15];

6. Sensitivity analysis results showed that P
P0

and �r
�s

were the most sensitive parameters, while S
hb had

the least e�ect on � value.

In summary, using the proposed methods would
decrease the number of laboratory tests; therefore,
considerable cost and time could be saved.
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